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Abstract:

This paper contributes to the literature on thariite-growth link by presenting new
findings based on a new, larger dataset that imrggrover earlier studies in its greater
coverage in terms of time periods and countriesyedkas the incorporation of
additional control variables like institutional disyaand the size of the economy. Our
results demonstrate that financial development doésave a statistically significant
effect on economic growth. We also find that thereany's size is a statistically
significant determinant of growth.
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1. Introduction

There is an extensive literature on the link betwiggancial development and economic
growth. However, although many studies have foundssociation between both
variables, the direction of causality remains @oésof debate. Beginning with Bagehot
(1873), many scholars believe that the financiet@ds a positive force behind
economic growth, while others suggest that finaneeely follows the dynamics of the
real economy (Robinson, 1952) and others are sia@@tbout the link (Lucas, 1988).

In this study, we reexamine this relationship tlgtoa dynamic panel analysis, using a



information asymmetries among economic agents lamtransaction costs involved in
their activities. According to these authors, tinamcial system (1) provides means of
payments that facilitate a greater number of treti®as, (2) concentrates the savings of
a large number of investors, (3) makes possiblaliibeation of resources to their most
productive economic use, through the effective wtabn and monitoring of investment
projects, (4) improves corporate governance, apddptributes to risk reduction and
diversification.

Diverse studies found a relation between developmwietme financial system and
economic growth and suggested a positive influeidke first variable over the second
one (Levine, 2005), beginning with Goldsmith's (3pémpirical work and the seminal
paper of King and Levine (1993) with a cross-sectoalysis of 77 countries that
included several control variables. The positimé between finance and growth was
also highlighted by later works like Beck et aloQ®), who also shown that the relation
between financial development and economic grovah lasically transmitted through
an increase in productivity and not in the growttleapital, a result that would seem
consistent with the third mechanism we have eamlientioned. Nevertheless, the
finance and growth link obeys to more complex psses, since the proposed causal
mechanisms operate differently according to specliaracteristics of the economic
environment. Thus, some authors have tried to geecify the conditions under which
the positive effect of finance upon growth actualégurs. In this regard, Rousseau and
Wachtel (2002a) contend that financial developnoey has a positive influence on
growth in a context of moderate to low inflationoMover, Rioja and Valev (2004a),
working with the same dataset as Beck et al. (2G00nd that the positive relationship
between financial development, measured througffiibacial system size, and growth
only occurs in countries with high or middle incareaggesting the existence of a
minimum threshold of economic development over whie financial system has a
positive influence on the real economy. In anositedy, Rioja and Valev (2004b) also
suggested that there is a threshold of financistesy development before which an
increase in the size of this system has a negatieet on economic growth. Their
argument to account for this finding is that, iustries with poorly developed financial
systems, increases in total credit are typicallysed by government intervention
through state-owned banks that lend money withaytpuch attention to the
productive consequences of the investment projeeisare funding. Consistently with
this, La Porta et al. (2002) have demonstratetithi@nancial systems with a greater
proportion of state-owned banks, economic growtldseo be smaller. On the other
hand, Loayza and Ranciere (2002) warned abouteaké to differentiate between short
and long term effects from finance on growth, shavith panel data techniques that
short-term negative effects can be combined witig li@rm positive effects.

In order to determine the direction of causalitypmre precisely the statistical
feedback of temporary precedence, the relationsttiween finance and growth has
been analyzed with time series methodology. Thelteebave been mixed and
dependent upon the countries and periods of timsidered. For example, and taking
the case of just one country (Tunisia), Boulila dinabelsi (2004a) indicate that in a
sample subperiod (1963-1987) the direction of déyggoes from the real economy to
the financial sector, whereas there is bidireclieaasality in the total sample period
sample (1962-1998). Moreover, Calderon and Liu 8@0und that the causal effect of
financial development on growth is stronger thanrdwverse causal effect of the same
variables. On the other hand, Christopoulos andnks (2004) with an empirical base



of ten developing countries showed evidence of lengn Granger causality from
finance to economic growth, but not of reverse ahtys Among the studies that have
detected Granger causality flowing from financgtowth, we can mention Chang and
Caudill (2005), who found that finance Granger esugrowth in the case of Taiwan,
and Rousseau and Wachtel (2002b), whose studyumtexlvith similar results
analyzing five industrialized countries over th&@8.929 period.

Yet there is also evidence contradicting this higpsets. Shan et al. (2001), using time
series of 9 OECD countries plus China, do not firat finance Granger causes
economic growth, but of reverse causality in 3 sas®l bidirectionality in 5. In a later
study, Shan (2005), estimating impulse-response funcfimn$l countries, concludes
that there is little evidence that finance influem@conomic growth. With a sample
from countries of the Middle East and Mediterran@énca, Boulila and Trabersi
(2004b) point out that, in most cases, the direatibcausality goes from the real
economy growth to the financial sector. Al-Awad a&atb (2005) obtained analogous
results with 10 Middle East countries, suggestirag there is a short-term direction of
causality from economic growth to finance. On tktigeo hand, analyzing the empirical
case of Kenya, Odhiambo (2008) posits that thedimt direction of causality between
finance and growth depends on the indicator usguiasy for financial development,
but overall the financial sector would seem todallwhat happens in the real economy
and not otherwise. Likewise, in a study of Latimérican countries for the period
1961-2005, Blanco (2009) finds that finance dodshawe a causal effect on growth,
but that economic growth leads financial developmiena similar vein, and using a
sample of 63 countries and a new technique to et@l@ranger causality, Hurlin and
Venet (2008) do not find evidence of Granger catysfibm finance to growth but of
reverse causality.

As can be appreciated from the aforementioned estythie time series evidence is in
general not conclusive regarding the causal doadtiom finance to economic growth.
In contrast, analyses of dynamic panels have staopsitive relation between both
variables, although in these cases causality isixely inferred from theory. It is
therefore important to see what happens with algzsed on a larger sample than
previous studies, a wider observation window agdeater number of control variables
as well as an improved methodology, in order taueately identify the contribution of
financial development to economic growth. But lpefpresenting our methodological
approach, we will first discuss two methodologidaitations pervading most empirical
studies on this subject (ours included).

In the first place, to operationalize financial dmpment through the credit size of the
banking system involves a problem. In most comprsive datasets, this indicator does
not adequately make a difference between creghtdductive firms and credit for
consumption, and this latter category is not pedgia minor proportion of total credit

in some countries. To differentiate between thesecategories is important since both
may contribute to economic growth through differelmannels: credit to firms
exemplifies the classic mechanism initially postedbby Bagehot, whereas credit for
consumption could affect the rate growth by medraadncrease in demand. If these
proportions were constant for all countries, thgoald not be a problem in neglecting
this distinction; but this it is not the case, aratliable information about the potential
contribution of these two distinct mechanisms tongenic growth is therefore lost.



In the second place, empirical studies do not coplate the possible spillover effects
of very developed financial systems over smalldesser developed countries.
Especially with the globalization of financial matg, large enterprises, typically
multinationals, were able to fund their activittasough banking systems other than
those of their host countries. In developing caestrit was not unusual for foreign
firms to get funding at lower interests rates tigtothe financial system of their home
countries. In this way, the financial system inmioy A could, in addition to its own
positive domestic effect, contribute to economiavgh in country B. The effect of
these global financial flows has not been adequapghntified and taken into account
in the studies on the finance and growth link.

2. Data and methods

The dependent variable, economic growth, was opeadized by the real GDP rate of
growth in 2005 constant dollars (expressed in pgagge points). We calculated
averages corresponding to five-year periods, iemia smooth the typical yearly
fluctuations due to business cycles. The data sagrthe Penn World Tables version
6.3 (Heston et al. 2009).

Like in most empirical studies in the literatures wperationalized financial
development through the total credit to the privsgetor of banks and other financial
institutions as a percentage of the GDP. The datecs is Beck et al. (2009), whose
dataset reports yearly values for diverse countraga 1961 to 2007, which we used to
calculate 5 five-year averages. There were noaladable in the case of some
developing countries (mostly Latin America onesbhiis version of the dataset, so we
extended the coverage for these countries by dgjanges of total credit to the private
sector from an earlier version of the dataset (Be#cK., 2000). The yearly time series
of total credit to the private sector as percent#fg@DP have discontinuities for some
countries. In these cases, we replaced the missings by linear interpolation in order
to calculate five-year averages. When the missailges corresponded to the first years
of the series, they were replaced by figures catedl from the trend line of the initial
five-year period. In all, only 25 observations w#re object of these two interpolation
proceduresMoreover, when there were missing values for tlyesgs within the same
five-year period, this period itself was consideasda missing observation.

It can be contended that using only one indicaiofihancial development could limit
the relevance of our results. However, since thm mmgoothesis of the empirical studies
that tried to test the validity of the finance-gtbvink at the microeconomic level is
that having better access to credit enhances grmwihdividual firms (Demirgii¢-Kunt
and Maksimovic, 1998; Beck, Demirgii¢c-Kunt and Maksvic, 2005), we believe that
total credit is the best indicator to operatioralize financial development variable for
the purpose of our study.

We controlled for the effect of diverse variableeohed by the literature as potential
determinants of economic growth. Thus, our analysiides government size
operationalized as government spending share bGieR, a variable that can have a
negative impact upon the growth rate (Scully, 13&yro and Sala-i-Martin, 1999),
although some authors have also raised the passilfila positive effect contingent
upon the type of government spending considered.



Following Solow's theory of economic growth, we ttohfor the countries' initial level
of economic development, operated as the per cegataGDP at the beginning of each
period, in order to take into account the poterdtalvergence effect (according to this
approach, it is hypothesized that the growth réatesser developed countries is greater
than that of the most developed countries). Morgaved unlike most of the empirical
studies on the finance-growth link, we have alsaticdled for the effect of the
economy's size under the assumption that largeroec@s could offer more investment
possibilities and financial development could there have a higher positive effect in
these countries. This variable was operationalimethe real GDP in 2005 constant
dollars. Trade openness, which in diverse stugipgears as a determinant of economic
growth, is also considered and was operationabzetthe sum of exports and imports as
percentage of real GDP. In all the cases, we catiedlifive-year average values from
the yearly time series of these indicators, whada dource is also the Penn World
Tables 6.3.

Human capital also figures prominently in the kiteire as a determinant of economic
growth, and we have controlled for its effect thiodige average years of secondary
schooling in the adult population older than 15ryes the beginnings of each five-year
period. The data source is the Barro and Lee's0R@&Xaset. Another variable that can
affect economic growth is the inflation rate, whatrhigh values typically reflects the
degree of macroeconomic instability (Bruno and &&gt1998). It was operationalized
through the variation of the consumer price indexd the data source for these figures
is the World Development Indicators of the WorlcdhB42008). In a very few cases, the
time series of this source were supplemented \Wwehriflation rate data from an earlier
version of the Beck et al. dataset.

Also, and unlike previous dynamic panel studietheffinance-growth link, we have
controlled for the effect of the countries' ingdiibmal quality through an indicator that
evaluates the nature of a country's governmenésyghe polity2 variable of the Polity
4 project (Marshall et al, 2010). The indicatorgas from -10 (strongly autocratic) to
10 (strongly democratic). It can be expected thatgreater institutional quality (i.e.,
existence of institutions that give citizens vdicexpress their political preferences,
existence of institutional constraints over theaeiwe branch of government, respect to
the rule of law and civil liberties, and relategh@sts), the better the economic climate,
which in turn could generate greater economic gnadicemoglu et al., 2005; Rodrik,
2000; Shirley, 2008). We have estimated five-yeaarages of the yearly values of this
indicator.

All independent variables are expressed as ndtgafithms, with the exception of the
institutional quality variable, the human capitaliable (average years of secondary
schooling in the adult population) and the inflatrate (which enters the equation as
the log of 1 plus the inflation rate). Dummy véuies were used to control for time
period effects.

The resulting dataset is an unbalanced panelribhtdes information for 98 countries
covering nine five-year periods from 1961-1965®0P-2005. When the institutional
guality variable enters the regression, we loseetlmountries from the sample

We use the method of dynamic panels, which dedlstie problem of omitted
unobserved variables by taking first differenced also tackles the issue of reverse



causality by using lagged realizations of the exalary variables as instruments in a
GMM framework. The problem of endogeneity is, ofise, not fully resolved with this
method, but the use of these internal instrumdnts at achieving a "weak" form of
exogeneity (i.e. the instruments may be correlatidéia past and current values of the
error terms, but not with future realizations of #rrors).

We start with the following equation:
Oy =a+ LA ryc tu+A+g, (1)

in whichg is the growth ratd,is the financial development variabteis a vector of
explanatory variables, which we treat as endogeramgsi and t index units of analysis
and time periods, respectively. The coefficientbéaestimated afgand y (a vector of
explanatory variables coefficients), whileis a vector of unobserved individual
(country-specific) effectsy; is a vector of time period effects, agdis the error term.

By taking first differences in (1), we eliminateethountry-specific effect term:

~Uiia IB( f|t i,t—l) + V(C — G, 1) + (/]t _/]t—l) + (‘Sit —& ,t—1) (2)

This equation can be estimated with GMM using laggmued of the explanatory
variables as instruments. These internal instrusneraty be correlated with past and
current error terms but must not be correlated suthsequent error terms, which is
expressed in the following moment conditions:

Elf, (&, —&.]=0 foreacht=3..T 52 3)

|_ C s —ELHJ =0 foreacht=3...T,s2 (4)

This difference estimator, however, has some ecetriecrproblems, among them loss
of information by taking first differences. Theredp Arellano and Bover (1995) and
Blundell and Bond (1998) discuss a system estinthtircombines the differenced
equation estimated with lagged levels of the exgtlany variables with an equation in
levels estimated with lagged differences of themgables. It must be assumed that the
correlation between the levels of the explanat@nyables and the specific country
effects is the same throughout all periods. Unklisrassumption, lagged differences are
valid instruments for the levels equation if theg ancorrelated with future realizations
of the error terms, hence the following additiomaiment conditions:

El_( fis— fisa) (&, +,ui)J:O foreacht=3..T,s =1 (5)

El_( C s —C sa) (& +,ui)J:O foreacht=3...T,s =1 (6)



Here, only the most recent differences are usedsaisiments in the level equation, as
the use of additional lags would imply redundantmeat conditions (Arellano and
Bover, 1995)

This system estimator approach has been widely insgwth regressions. However,
many studies using this technique did not take attmount a problem discussed by
Windmeijer (2005). According to him, the two stagethod that is routinely used to
compute the system estimator calculates standestsen defect, which in turn leads to
assign high but incorrect levels of statisticahgigance to the independent variables. It
is therefore necessary to make a numerical coorgoivhose omission leads to the
acceptance of results that are actually invalidermor common in much of the literature
until a few years. In the present study, we haezlithe xtabond2 module for Stata
(Roodman, 2006) to implement the Windmeijer'section for the GMM system
estimator

Another problem in this context is the use of tcanminstruments, which has been
analyzed by Roodman (2009). To see if this wallyrdee case in our regression, we
have used the Hansen test, under the null hypathiest the instruments are exogenous.
For this test, Roodman recommends to use a higliye wf 0.25, instead of the
conventional level 0.05. On the other, we alsogmethe results of the system GMM
estimator using "collapsed instruments", a techaiguplemented in Stata by Roodman
to limit the proliferation of instruments, whichrcaveaken the usefulness of the Hansen
test. In this regard, high p-values of the tesmtffom being an indicator that the GMM
formulation is valid, can paradoxically be a sigtiat too many instruments are present
and, therefore, of the inadequacy of the modet¢ihaler unbiased coefficients. Hence, it
makes sense to also include a model formulatioh thi¢ less possible amount of
instruments, which allow us to have a more stringest of these instruments' validity.

In addition, we have also used the Arellano andd®est to see whether the error terms
have second order autocorrelation (first orderedation is expected by construction),
since a basic assumptions for this model spediicad be valid is that error terms are
not serially correlated.

Finally, in order to evaluate if the finance-grovitik, as well as the effect of the other
explanatory variables, is contingent upon the caesitlevel of economic development,
we also ran separate regressions for two subsamfptegintries classified according to
their GDP per capita. To this end, we used the WBdnNk's country classification by
income level, which we applied to each countryhatriddle observation period of our
dataset or at the earliest available period fontes that first appear at later periods.
Some countries changed income group, but they iselaed cases, so our subsamples
have the same composition throughout all peridésdlowing this criterion, we

identified two groups: one of 27 developed (higbeime) countries and the other of 71
developing (low- and middle-income) countries (8emposition in Appendix).

3. Results and discussion

In table 1, we report the correlation coefficiefuisall variables. Of these bivariate
relationships, inflation rate is the variable tehows the greatest correlation with
economic growth: a moderate negative coefficier.@28, while the the size of the
economy has a value of 0.20, and log of credihéogrivate sector, 0.17. Some



independent variables show a high correlation betvieemselves. It is noteworthy the
strong correlation between human capital (schoplamgl development level (In GDP
per capita initial) of 0.77, as well as that betwdevelopment and financial
development of 0.74. This finding is not surprisiamce developed economics are
presumed to be at the technological frontier inrallstries, and therefore they must
also be at the technological frontier in the bagkimdustry. Although the real GDP per
capita may not be a perfect indicator of developnii¢enly measures income), in the
same way as credit to the private sector may nat perfect indicator of financial
development, this result is interesting. Therdgs a moderate correlation between
institutional quality and development (0.53) andniam capital (0.52), respectively.
Credit to the private sector is highly correlatathvinuman capital (0.64), which is not
surprising given that this latter variable is inrtinighly correlated with level of
economic development. Both institutional qualitgldhe inflation rate have a moderate
correlation with private credit (0.46 and -0.31spectively).

INSERT TABLE ONE HERE

Bivariate associations, nevertheless, are to blyzetwith caution, although they
clearly reflect the potential issue of endogeneiityr which we deal through a dynamic
panel formulation in our multivariate regressiamsthis regard, we have estimated four
models, whose results are presented in Table ZhaMe used the Windmeijer's
correction in all models. Model 1 is our baselined®l, with the use of only the first
available lag of the explanatory variables as umgnt. Model 2 is the same as model
1, but presents the most stringent formulatiomefruments (one lag only with
collapsed instruments) in order to facilitate tie¢edtion of an invalid specification due
to instrument proliferation. In Model 3, we ade thariable institutional quality, using
again only the first available lag as instrumerttjleemodel 4 is the collapsed-
instruments version. Financial development is d@ased positively with economic
growth in all but Model 4, but the coefficient lac&tatistical significance, which
contradicts the dominant perspective in the liteat Some of the control variables do
have statistical significance. For instance, tlgedbinitial GDP has a negative and
significant coefficient in all models, in consonangith the predictions of the Solow's
growth theory. Openness is positively associated asonomic growth, but the
coefficient has statistical significance only imet models. The human capital variable
is positive, but it is only significant in modelsad 4. The institutional quality variable
does not have a statistically significant effeEhe inflation level has a negative and
statistically significant effect on economic growéixcept in the collapsed-instruments
models.

Finally, the size of the economy is associatedpositive and statistically significant
way with economic growth in all models, a findilgt deserves greater attention and
that is consistent with the thesis that scale maatiet only for individual productive
units but for larger aggregates as well. Thesdtseate also consistent with the
empirical findings of Alesina et al. (2005), in whieconomic size is measured both as
the log of population and as the log of GDP, buttaxlict the pure cross-sectional
analysis of Backhus and Kehoe (1992), who fountttiesize-growth link, while
positive, lacked statistical significance. MeasurgdsDP, the economy’s size
represents "the stock of individuals, purchasinggroand income that interact in the
market" (Alesina et al, 2005, p 1504), whose eftecthe growth rate has been isolated
from that of human capital and trade opennessctarféhat can potentially offset the



benefits of market size), since these are alsaaloveriables in our model

specification. A larger economy may contribute ¢coreomic growth through different
mechanisms; for instance (1) there can be econashssale in the production of public
goods, (2) there can also be scale benefits regutibm the generation of human
capital and the utilization of technology, and i(3)an have a larger aggregate demand
for goods and services. While we cannot ascertaiclwmechanism is at work here, at
least the relationship holds, a result that is atswsistent with some approaches of
endogenous growth that links the size of the ecogn@m®., its number of firms) to
growth (Aghion and Howitt, 1998).

INSERT TABLE TWO HERE

It is important to emphasize that if our resultd hat contemplated the Windmeijer's
numerical correction, then all the coefficientlimese regressions would be statistically
significant, which, among other things, would héato the incorrect acceptance of
the thesis that finance leads economic growthadufition, we must point out that our
specification in all these models is supported i kithe Arellano-Bond test of second
order autocorrelation, which leads support to gsieption that the error terms are not
serially correlated, and the Hansen test, whidedato falsify the null hypothesis that
the instruments are exogenous. However, as theimsnt count increases, the Hansen
test p-level could also increase, and far from ¢p@irgood sign, very high p-values can
actually indicate a real problem of instrument eohtion (Roodman, 2009). Using
additional lags produces similar results as motlerd 3 (not reported here), but
increases the p-value of the Hansen test to valossr to 1, so our choice of only one
lag seems appropriate. Moreover, the use of cakhpsstruments with only the first
available lag suggests with their Hansen test pesthat the instruments are valid for
these specifications. On the other hand, modelBmoabe acceptable due to its high
Hansen test p-value. In all cases, though, prieadit is not significantly associated
with economic growth.

INSERT TABLE THREE HERE

In Table 3, we present the regressions for theasupke of high-income countries. It
can be observed that the initial GDP level enteesrégression with a statistically
significant effect in all models, while the humaapttal indicator is significant in model
2 and the inflation rate in model 4. The finandalelopment coefficient has negative
sign in models 1 and 3 and positive in models 24t it lacks statistical
significance. However, models 1 and 3 do not seebetvalid on the basis of the
Hansen test, in a clear example of inflated p-vablige to the high number of
instrument. In the collapsed-instruments modelsclwbhow p-values of the Hansen
test that would indicate that the specificatioma$id, the coefficient of financial
development becomes positive, yet still lackingistiaal significance. Perhaps this can
be explained by the fact that firms in advancecdheates are not subject to financial
constraints to growth, and thus these economigstinecessarily respond to
improvements in the financial sector (Aghion et 2005). In all four models, the
Arellano-Bond tests for second order autocorretatio not reject the null hypothesis of
no serial correlation at a conventional p valu@.66.
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INSERT TABLE FOUR HERE

Regarding, low- and middle-income countries (Tah)leonly the size of the economy
and the degree of openness have a statisticaltyfisant positive effect on economic
growth in all four models. Inflation has a negateféect on the dependent variable,
whose statistical significance disappears in tHeagsed-instruments models. Our main
variable of interest, financial development, hawegative coefficient in three models,
but lacks statistical significance. In the same asyn the case of the high-income
subsamples, models 1 and 3 do not appear to lmewisth a suspiciously perfect p-
value of 1 for the Hansen tests, which is typic#tly result of a problem of instrument
proliferation (Roodman, 2009). Models 2 and 4 appsavalid, according to the
Hansen tests. In these model, the log of GDP patachas a negative and statistical
effect on growth. The institutional quality varieldacks statistical significance.

4. Conclusion

The finance-growth link has received much attentiothe economic growth literature.
While the empirical time-series evidence is mixbdw the direction of causality in this
relationship, the approach that has been cited oftest as providing the most
convincing evidence that finance leads economiwtiras the methodology of dynamic
panels. We have reexamined this relationship witeva dataset that improves over
earlier studies in its greater coverage in termsotii countries and time periods. In
addition, we have controlled for the effect of ingtonal quality and the size of the
economy, two variables not considered in earliediss.

In this regard, it can be argued that the causahar@sm linking financial development
with economic growth is, to some extent, continganthe size of the economy — i.e.,
one could reasonably expect that the possibildfdanding (and finding) profitable
entrepreneurial projects would be different in Raplew Guinea than in Brazil, hence
the need to include size as a pertinent controlth@rother hand, the existence of an
extensive literature claiming that institutionaliedles (e.g., rule of law, quality of
democratic institutions) play a role in shapingoaipve investment climate in a country
and, therefore, promoting economic growth cannagbered, so it is also important to
include an indicator of this sort as a control aake.

From the methodological viewpoint, our analysi®akgpresents an improvement over
many earlier studies by (1) contemplating the Wiegen's correction for the GMM
system estimator, which avoids the incorrect edtonaof standard errors and,
therefore, misrepresenting the statistical sigaifae of the explanatory variables —
some previous studies concluded that the link betvimancial development and
economic growth was statistical significant baseer ancorrect estimates of the
standard errors—, and (2) explicitly dealing witle pproblem of instrument
proliferation, which appears in many empirical $&sdn the determinants of economic
growth (Bazzi and Clemens, 2009), by incorporatirgpllapsed-instruments
specification.
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Our results demonstrate that financial developmmgrationalized as credit to the
private sector, does not have a statistically §icgmt effect on economic growth. This
conclusion is independent of the countries' deveakqt level, as indicated by separate
subsample regressions. Our findings suggest thdtrtAnce-growth link is not as firm
as portrayed in the literature, which is consisteitlh Rousseau and Wachtel's (2009)
recent empirical analysis, which also casts doabtihe strength of this link. As these
authors argue, this relationship could have beéd f@ the postwar period, but it
appears to no longer hold in our current globalisegincial world. For them, the recent
expansion of financial activity at the internatiblevel may have generated greater
macroeconomic instability.

On the other hand, the results we obtained for swoné&ol variables have also
interesting implications for growth economics. Eiur findings show that the
orientation of a country's political and legal ingions, whether predominantly
authoritarian or democratic, is not a relevantdaébr economic growth. Second, and
most importantly, our analysis highlights the intpoce of the economy's size for
growth, both in the whole sample and in the lowd emddle-income countries samples.
This happens in all models (with and without caodlegh instruments). In comparison
with the finance-growth link, which has generatachbundant literature in the last
decade, the size-growth link that emerges fronresults has received less attention,
but we think it is a topic that deserves furthedgt
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TABLE 1 - CORRELATION COEFFICIENTS

Growth

Ln.GDP
per cap.
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Ln.
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Ln.
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Ln.
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Schooling

Ln.
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Ln.
Inflat.

Institutional
quality

Growth

0.09

-0.14

0.05

0.20

0.09

0.17

-0.2¢

3 0.13

Ln.GDP
per cap.
initial

1

-0.11

0.16

0.59

0.77

0.74

-0.10

0.53

Ln.
Gov

0.04

-0.10

-0.07

-0.11

0.12

-0.01

Ln.
Openness

1

-0.40

0.12

0.24

-0.24

0.05

Ln. Size

0.55

0.51

-0.00

0.38

Schooling

1

0.64

-0.14

0.52

Ln.
Privo

-0.31

0.46
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-0.07

Institutional
quality

1

Note: n =709
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TABLE 2

- DYNAMIC PANEL REGRESSION WITH ECONOMIGROWTH AS

DEPENDENT VARIABLE
MODEL 1 MODEL 2 MODEL 3 MODEL 4
(collapsed (collapsed
instruments) instruments)
Constant -4.10203 -2.27811 -5.37266 -11.40596
(5.43967) (15.74576) (8.00714) (16.85041)
Ln. GDP per |-1.12769 * -4,79827*** -1.59634 * -5.36545 ***
capita initial (0.63369) (1.67687) (0.83585) (1.74487)
Ln. Gov -0.16078 -1.156855 0.13698 -0.75514
(0.83104) (1.2857) (0.9023) (1.25772)
Ln Openness 1.26493 ** 2.06363 * 1.06939 2.56503 **
(0.60168) (1.19355) (0.67949) (1.0225)
Ln. Priv. Cred. | 0.4106 0.00563 0.33276 -0.21759
(0.35785) (0.77508) (0.42862) (0.71455)
Ln. Inflat -1.84619 ** -1.17317 -2.41318 ** -1.44746
(0.82367) (1.22506) (0.92596) (1.58833)
Ln. Size 0.72346 *** | 1.75956 *** 0.94615 *** 2.35865 ***
(0.238) (0.56276) (0.26407) (0.67728)
Sec. Schooling| 0.59278 2.76944** 0.55657 2.98692 **
(0.41343) (1.05328) (0.61097) (1.19049)
Instit. quality 0.05043 -0.05522
(0.03428) (0.06458)
Hansen Test |0.79 0.40 0.97 0.31
(p value) (x)
Arellano-Bond |0.65 0.63 0.51 0.76
test AC(2)
(p value) (xx)
Nr. instruments| 106 22 120 24
Nr. obs 730 730 709 709
Nr. countries 98 98 95 95

Notes: period effects not reported
Windmeijer-corrected standard errors in parentheses

*  p< 0.0
*»*  p< 0.05
wx p< 001

(x) The null hypothesis is that the intrungeate valid

(xx)

The null hypothesis is that the residdase no second order serial correlation
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TABLE 3 - DYNAMIC PANEL REGRESSION WITH ECONOMIGROWTH AS
DEPENDENT VARIABLE (HIGH-INCOME COUNTRIES)

MODEL 1 MODEL 2 MODEL 3 MODEL 4
(collapsed (collapsed
instruments) instruments)
Constant 61.69043 82.78671 42.77116 55.69873
(78.04013) (22.6505) (51.81945) (29.88015)
Ln. GDP per |-5.82847 * -8.68461*** -8.03177 * -6.02819 *
capita initial (2.97042) (2.49362) (4.41599) (3.40508)
Ln. Gov 3.26068 1.51239 -1.33755 4.13414
(4.42102) (3.39149) (7.17663) (4.30558)
Ln Openness 3.22458 1.18689 6.72483 3.37093
(9.21136) (3.19054) (7.48143) (2.44331)
Ln. Priv. Cred. | -1.68707 3.3844 -5.99031 1.58441
(2.73548) (2.16274) (7.94717) (2.7391)
Ln. Inflat -4.48104 -7.76867 -4.92733 -10.3293 **
(12.89836) (9.06377) (1.11625) (3.70065)
Ln. Size 0.10594 0.28323 1.19007 0.55734
(2.85489) (0.8906) (2.3919) (1.40548)
Sec. Schooling| 0.79745 1.45397 *** 1.17795 0.48302
(0.6652) (0.49795) (1.56728) (1.02818)
Instit. quality 0.09008 0.25269
(0.21569) (0.33951)
Hansen Test |1 0.34 1 0.39
(p value) (x)
Arellano-Bond |0.088 0.19 0.10 0.15
test AC(2)
(p value) (xx)
Nr. instruments| 106 22 120 24
Nr. obs 225 225 206 206
Nr. countries 27 27 24 24

Notes: period effects not reported
Windmeijer-corrected standard errors in parentheses

* p< 0.10
*»  p< 0.05
*** p< 0.01

(X) The null hypothesis is that the intrungeate valid
(xx)  The null hypothesis is that the residdase no second order serial correlation
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TABLE 4 - DYNAMIC PANEL REGRESSION WITH ECONOMIGROWTH AS
DEPENDENT VARIABLE (LOW- AND MIDDLE-INCOME COUNTRES)
MODEL 1 MODEL 2 MODEL 3 MODEL 4
(collapsed (collapsed
instruments) instruments)
Constant -11.3181 -6.16418 -10.44537 -13.79899
(8.71235) (20.24797) (11.10507) (15.21334)
Ln. GDP per |-1.57644 -4.7069 * -1.54341 -4.05824 *
capita initial (1.10613) (2.39977) (1.10707) (2.32059)
Ln. Gov -0.17134 -1.4826 -0.33638 -1.54881
(1.30802) (1.67522) (1.27295) (1.49419)
Ln Openness 1.51466 ** 3.29746 *** 1.32378 ** 3.20708 ***
(0.73397) (1.23524) (0.63793) (1.08313)
Ln. Priv. Cred. | 0.21702 -0.69252 -0.00503 -0.66474
(0.47868) (0.78283) (0.48516) (0.7213)
Ln. Inflat -2.54271 * -2.02858 -3.03774 ***  1-2.30743
(1.27803) (2.0622) (0.96268) (2.21491)
Ln. Size 1.16055 *** 1.83755 * 1.06793 ** 1.94197 **
(0.36585) (0.92145) (0.40646) (0.83621)
Sec. Schooling| 0.74047 2.93847 1.27675 2.42812
(0.81144) (1.78137) (1.07057) (1.50137)
Instit. quality 0.0114 -0.05726
(0.05758) (0.0757)
Hansen Test |1 0.55 1 0.45
(p value) (x)
Arellano-Bond |0.06 0.09 0.08 0.11
test AC(2)
(p value) (xx)
Nr. instruments| 106 22 120 22
Nro. obs 505 505 503 503
Nro. de paises | 71 71 71 71

Notes: period effects not reported
Windmeijer-corrected standard errors in parentheses

* p< 0.10
*»  p< 0.05
** p< 0.01

x) The null hypothesis is that the intrurtseare valid

(xx)

The null hypothesis is that the residdase no second order serial correlation
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APPENDIX
Composition of subsamples according to income level

High-income sample:

Australia, Austria, Bahrain, Barbados, Belgium, & Cyprus, Denmark, Finland,
France, Germany, Hong Kong (excluded in Models@4nIceland, Ireland, Israel,
Italy, Japan, Kuwait, Netherlands, New Zealand,wéoyf, Singapore, Spain, Sweden,
Switzerland, United Kingdom, and United States.

Low- and Middle-income sample:

Algeria, Argentina, Bangladesh, Benin, Bolivia, Betina, Brazil, Cameroon, Central
African Republic, Chile, Colombia, Congo (Dem. Repydngo (Rep.), Costa Rica,
Dominican Republic, Ecuador, Egypt, El Salvadoji, Hambia, Ghana, Greece,
Guatemala, Guyana, Haiti, Honduras, Hungary, Ind@donesia, Iran, Iraq, Jamaica,
Jordan, Kenya, South Korea, Lesotho, Malawi, Ma&ytgali, Mauritius, Mexico,
Mozambique, Nepal, Nicaragua, Niger, Pakistan, Pan&apua New Guinea,
Paraguay, Peru, Philippines, Poland, Portugal, RaaBenegal, Sierra Leone, South
Africa, Sri Lanka, Sudan, Swaziland, Syria, Thailafogo, Trinidad &Tobago,
Tunisia, Turkey, Uganda, Uruguay, Venezuela, Zadmad Zimbabwe.
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