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#### Abstract

We consider an optimal transportation problem with more than two marginals. We use a family of semi-Riemannian metrics derived from the mixed, second order partial derivatives of the cost function to provide upper bounds for the dimension of the support of the solution.


Mathematics Subject Classification (2000) 49N99 • 58E17 • 91B25

## 1 Introduction

The optimal transportation problem (with two marginals) asks what is the most efficient way to transform one distribution of mass to another relative to a given cost function. The problem was originally posed by Monge in 1781 [19]. In 1942, Kantorovich [12] proposed a relaxed version of the problem; roughly speaking, he allowed a piece of mass to be split between two or more target points. Since then, these problems have been studied extensively by many authors and have found applications in such diverse fields as geometry, fluid mechanics, statistics, economics, shape recognition, inequalities, meteorology, etc.

Here we study a multi-marginal generalization of the above; how do we align $m$ distributions of mass with maximal efficiency, again relative to a prescribed cost function. Precisely, given Borel probability measures $\mu_{i}$ on smooth manifolds $M_{i}$ of respective dimensions $n_{i}$, for $i=1,2, \ldots, m$ and a continuous cost function $c: M_{1} \times M_{2} \times \cdots \times M_{m} \rightarrow \mathbb{R}$, we would like to minimize

$$
C(\gamma)=\int_{M_{1} \times M_{2} \times \cdots \times M_{m}} c\left(x_{1}, x_{2}, \ldots, x_{m}\right) d \gamma
$$

[^0]among all measures $\gamma$ on $M_{1} \times M_{2} \times \cdots \times M_{m}$ which project to the $\mu_{i}$ under the canonical projections; that is, for any Borel subset $A \subset M_{i}$,
$$
\gamma\left(M_{1} \times M_{2} \times \cdots \times M_{i-1} \times A \times M_{i+1} \cdots \times M_{m}\right)=\mu_{i}(A) .
$$

When $m=2$, we recover Kantorovich's formulation of the classical optimal transportation problem.

Under mild conditions, a minimizer $\gamma$ will exist. The support of $\gamma$, which we will denote by $\operatorname{spt}(\gamma)$, is defined as the smallest closed subset of $M_{1} \times M_{2} \times \cdots \times M_{m}$ of full mass. When $m=2$ and the cost function satisfies a twist condition ${ }^{1}$ the solution $\gamma$ is unique and is contained in the graph of a function from $M_{1}$ to $M_{2}$, provided the first marginal is suitably regular; this function then solves the original problem posed by Monge [2, 3, 8, 9, 16]. Assuming $M_{1}$ and $M_{2}$ are both $C^{2}$ smooth manifolds of common dimension $n$, the present author, together with McCann and Warren, has shown that under a related non-degeneracy condition on $c, \operatorname{spt}(\gamma)$ must be contained in an $n$-dimensional Lipschitz submanifold of $M_{1} \times M_{2}$ [17].

Whereas the two marginal problem is relatively well understood, results concerning the structure of these optimal measures have thus far been elusive for $m>2$. Much of the progress to date has been in the special case where the $M_{i}$ 's are all Euclidean domains of common dimension $n$ and the cost function is given by $c\left(x_{1}, x_{2}, \ldots, x_{m}\right)=\sum_{i \neq j}\left|x_{i}-x_{j}\right|^{2}$, or equivalently $c\left(x_{1}, x_{2}, \ldots, x_{m}\right)=-\left|\left(\sum_{i} x_{i}\right)\right|^{2}$. When $m=3$, partial results for this cost were obtained by Olkin and Rachev [20], Knott and Smith [15] and Rüschendorf and Uckelmann [23], before Gangbo and Święch [10] proved that for a general $m$, under a mild regularity condition on the first marginal, there is unique solution to the Kantorovich problem and it is concentrated on the graph of a function over $x_{1}$, hence inducing a solution to a Monge type problem; an alternate proof of Gangbo and Święch's theorem was subsequently found by Rüschendorf and Uckelmann [24] ${ }^{2}$. This result was then extended by Heinich [11] to cost functions of the form $c\left(x_{1}, x_{2}, \ldots, x_{m}\right)=h\left(\sum_{i} x_{i}\right)$ where $h$ is strictly concave and, in the case when the domains $M_{i}$ are all 1-dimensional, by Carlier [4] to cost functions satisfying a strict 2-monotonicity condition. More recently, Carlier and Nazaret [6] studied the related problem of maximizing the determinant (or its absolute value) of the matrix whose columns are the elements $x_{1}, x_{2}, \ldots, x_{n} \in \mathbb{R}^{n}$; unlike the results in [4, 10, 11], the solution in this problem may not be concentrated on the graph of a function over one of the $x_{i}$ 's and may not be unique. The proofs of many of these results exploit a duality theorem, proved in the multi-marginal setting by Kellerer [13]. Although duality holds for general cost functions, it alone says little about the structure of the optimal measure; the proofs of each of the aforementioned results rely heavily on the special forms of the cost.

In the present manuscript, we establish an upper bound on $\operatorname{dim}(\operatorname{spt}(\gamma))$. This bound will depend on the signatures of a family of semi-Riemannian metrics derived from the mixed, second order partial derivatives of $c$, reminiscent of the pseudo-metric introduced by Kim and McCann [14] to study the regularity of optimal maps in two marginal problems ${ }^{3}$. In the case when the $n_{i}$ 's are equal to some common value $n$, this bound may or may not be $n$; we show by example that when the bound is larger than $n$, the solution may be supported on a

[^1]higher dimensional submanifold and may not be unique. In fact, the costs in these examples satisfy naive, multi-marginal extensions of both the twist and non-degeneracy conditions; given the aforementioned results in the two marginal case, we found it surprising that higher dimensional solutions can exist for twisted, non-degenerate costs. On the other hand, if the support of at least one of the measures $\mu_{i}$ has Hausdorff dimension $n$, the dimension of $\operatorname{spt}(\gamma)$ must be at least $n$; therefore, in cases where our upper bound is $n$, the support is exactly $n$-dimensional, in which case we show it is actually $n$-rectifiable.

Like our work in [17] and in contrast to the results of Gangbo and Święch [10], Heinich [11], and Carlier [4], our results here only concern the local structure of the optimizer $\gamma$ and cannot be easily used to assert uniqueness of $\gamma$ or the existence of a solution to an appropriate Monge type problem. We address these problems in a separate paper [21].

In the following section, we prove our main result, while in Sect. 3 we briefly discuss applications of this result to several example cost functions.

## 2 Dimension of the support

Before stating our main result, we must introduce some notation. Suppose that $c \in C^{2}\left(M_{1} \times\right.$ $M_{2} \times \cdots \times M_{m}$ ). Consider the set $P$ of all partitions of the set $\{1,2,3, \ldots, m\}$ into two disjoint, nonempty subsets; note that $P$ has $2^{m-1}-1$ elements. For any partition $p \in P$, label the corresponding subsets $p_{+}$and $p_{-}$; thus, $p_{+} \cup p_{-}=\{1,2,3, \ldots, m\}$ and $p_{+} \cap p_{-}$is empty. For each $p \in P$, define the following symmetric, bi-linear form on $M_{1} \times M_{2} \times \cdots \times M_{m}$

$$
\begin{equation*}
g_{p}=\sum_{j \in p_{+}, k \in p_{-}} \frac{\partial^{2} c}{\partial x_{j}^{\alpha_{j}} \partial x_{k}^{\alpha_{k}}}\left(d x_{j}^{\alpha_{j}} \otimes d x_{k}^{\alpha_{k}}+d x_{k}^{\alpha_{k}} \otimes d x_{j}^{\alpha_{j}}\right) \tag{1}
\end{equation*}
$$

where, in accordance with the Einstein summation convention, summation on the $\alpha_{k}$ and $\alpha_{j}$ is implicit.

Definition 2.1 We will say that a subset $S$ of $M_{1} \times M_{2} \times \cdots \times M_{m}$ is $c$-monotone with respect to a partition $p$ if for all $y=\left(y_{1}, y_{2}, \ldots, y_{m}\right)$ and $\tilde{y}=\left(\tilde{y_{1}}, \tilde{y_{2}}, \ldots, \tilde{y_{m}}\right)$ in $S$ we have

$$
c(y)+c(\tilde{y}) \leq c(z)+c(\tilde{z})
$$

where

$$
\begin{aligned}
& z_{i}=y_{i} \text { and } \tilde{z_{i}}=\tilde{y_{i}}, \quad \text { if } i \in p_{+}, \\
& z_{i}=\tilde{y}_{i} \text { and } \tilde{z_{i}}=y_{i}, \quad \text { if } i \in p_{-},
\end{aligned}
$$

The following lemma, which is well known when $m=2$, provides the link between $c$-monotonicity and optimal transportation.

Lemma 2.2 Suppose $\gamma$ is an optimizer and $C(\gamma)<\infty$. Then the support of $\gamma$ is $c$-monotone with respect to every partition $p \in P$.

Proof Define $M_{p_{+}}=\otimes_{i \in p_{+}} M_{i}$ and $M_{p_{-}}=\otimes_{i \in p_{-}} M_{i}$. Note that we can identify $M_{1} \times$ $M_{2} \times \cdots \times M_{m}$ with $M_{p_{+}} \times M_{p_{-}}$and let $\gamma_{p_{+}}$and $\gamma_{p_{-}}$be the projections of $\gamma$ onto $M_{p_{+}}$ and $M_{p_{-}}$, respectively. Consider the two marginal problem

$$
\inf \int_{M_{p_{+}} \times M_{p_{-}}} c\left(x_{1}, x_{2}, \ldots, x_{m}\right) d \lambda
$$

where the infimum is taken over all measures $\lambda$ whose projections onto $M_{p_{+}}$and $M_{p_{-}}$are $\gamma_{p_{+}}$and $\gamma_{p_{-}}$, respectively. Then $\gamma$ is optimal for this problem and, as $c$ is continuous, the result follows from $c$-monotonicity for two marginal problems; see, for example [25].

We are now ready to state our main result:
Theorem 2.3 Let $g$ be a convex combination of the $g_{p}$ 's defined in Eq. 1; that is $g=$ $\sum_{p \in P} t_{p} g_{p}$ where $0 \leq t_{p} \leq 1$ for all $p \in P$ and $\sum_{p \in P} t_{p}=1$. Suppose $\gamma$ is an optimizer and $C(\gamma)<\infty$; choose a point $x=\left(x_{1}, x_{2}, \ldots, x_{m}\right) \in M_{1} \times M_{2} \times \cdots \times M_{m}$. Let $N=\sum_{i=1}^{m} n_{i}$. Suppose the $(+,-, 0)$ signature of $g$ at $\left(x_{1}, x_{2}, \ldots, x_{m}\right)$ is $\left(q_{+}, q_{-}, N-q_{+}-q_{-}\right)$(i.e., the corresponding matrix has $q_{+}$positive eigenvalues, $q_{-}$negative eigenvalues and a zero eigenvalue with multiplicity $\left.N-q_{+}-q_{-}\right)$. Then there is a neighbourhood $O$ of $\left(x_{1}, x_{2}, \ldots, x_{m}\right)$ such that the intersection of the support of $\gamma$ with $O$ is contained in a Lipschitz submanifold of dimension $N-q_{-}$. If the support is differentiable at $x$, it is timelike for $g$; that is, $g(v, v) \leq 0$ for all $v \in T_{x}(\operatorname{spt}(\gamma))$.

Our proof is an adaptation of our argument with McCann and Warren in [17]. When $m=2$, after choosing appropriate coordinates, we rotated the coordinate system and showed that $c$-monotonicity implied that the solution was concentrated on a Lipschitz graph over the diagonal, a trick dating back to Minty [18]. When passing to the multi-marginal setting, however, it is not immediately clear how to choose coordinates that make an analogous rotation possible; unlike in the two marginal case, it is not possible in general to choose coordinates around a point $\left(x_{1}, x_{2}, \ldots, x_{m}\right)$ such that $D_{x_{i} x_{j}}^{2} c\left(x_{1}, x_{2}, \ldots, x_{m}\right)=I$ for all $i \neq j$. The key to resolving this difficulty is the observation that Minty's trick amounts to diagonalizing the pseudo-metric of Kim and McCann and that this approach generalizes to $m \geq 3$.

Proof Choose a point $x=\left(x_{1}, x_{2}, \ldots, x_{m}\right) \in M_{1} \times M_{2} \times \cdots \times M_{m}$. Choose local coordinates around $x_{i}$ on each $M_{i}$ and set $A_{i j}=D_{x_{i} x_{j}}^{2} c\left(x_{1}, x_{2}, \ldots, x_{m}\right)$. For any $\epsilon>0$, there is a neighbourhood $O$ of $\left(x_{1}, x_{2}, \ldots, x_{m}\right)$ which is convex in these coordinates such that for all $\left(y_{1}, y_{2}, \ldots, y_{m}\right) \in O$ we have $\left\|A_{i j}-D_{x_{i} x_{j}}^{2} c\left(y_{1}, y_{2}, \ldots, y_{m}\right)\right\| \leq \epsilon$, for all $i \neq j$.

Let $G$ be the matrix of $g$ at $x$ in our chosen coordinates. There exists some invertible $N$ by $N$ matrix $U$ such that

$$
U G U^{T}=H:=\left[\begin{array}{ccc}
I & 0 & 0 \\
0 & -I & 0 \\
0 & 0 & 0
\end{array}\right],
$$

where the diagonal $I,-I$ and 0 blocks have sizes determined by the signature of $g$.
Define new coordinates in $O$ by $u:=U y$, where $y=\left(y_{1}, y_{2}, \ldots, y_{m}\right)$ and let $u=$ ( $u_{1}, u_{2}, u_{3}$ ) be the obvious decomposition. We will show that the optimizer is locally contained in a Lipschitz graph in these coordinates.

Choose $y=\left(y_{1}, y_{2}, \ldots, y_{m}\right)$ and $\tilde{y}=\left(\tilde{y_{1}}, \tilde{y_{2}}, \ldots, \tilde{y_{m}}\right)$ in the intersection of $\operatorname{spt}(\gamma)$ and $O$. Set $\Delta y=y-\tilde{y}$. Define $z=\left(z_{1}, z_{2}, \ldots z_{m}\right)$ and $\tilde{z}=\left(\tilde{z_{1}}, \tilde{z_{2}}, \ldots, \tilde{z_{m}}\right)$ as in Lemma 2.2; we then have

$$
c(y)+c(\tilde{y}) \leq c(z)+c(\tilde{z})
$$

or

$$
\int_{0}^{1} \int_{0}^{1} \sum_{j \in p_{+}, i \in p_{-}}\left(\Delta y_{i}\right)^{T} D_{x_{i} x_{j}}^{2} c(y(s, t)) \Delta y_{j} d t d s \leq 0
$$

where

$$
y_{i}(s, t)= \begin{cases}y_{i}+s\left(\Delta y_{i}\right) & \text { if } i \in p_{+}, \\ y_{i}+t\left(\Delta y_{i}\right) & \text { if } i \in p_{-} .\end{cases}
$$

This implies that

$$
\sum_{j \in p_{+}, i \in p_{-}}\left(\Delta y_{i}\right)^{T} A_{i j} \Delta y_{j} \leq \epsilon \sum_{j \in p_{+}, i \in p_{-}}\left|\Delta y_{i}\right|\left|\Delta y_{j}\right| .
$$

Hence,

$$
\sum_{p \in P} t_{p} \sum_{j \in p_{+}, i \in p_{-}}\left(\Delta y_{i}\right)^{T} A_{i j} \Delta y_{j} \leq \epsilon \sum_{p \in P} t_{p} \sum_{j \in p_{+}, i \in p_{-}}\left|\Delta y_{i}\right|\left|\Delta y_{j}\right| .
$$

But this means

$$
\begin{equation*}
(\Delta y)^{T} G \Delta y \leq \epsilon \sum_{p \in P} t_{p} \sum_{j \in p_{+}, i \in p_{-}}\left|\Delta y_{i}\right|\left|\Delta y_{j}\right| . \tag{2}
\end{equation*}
$$

With $\Delta u=U \Delta y$ and $\Delta u=\left(\Delta u_{1}, \Delta u_{2}, \Delta u_{3}\right)$ being the obvious decomposition, this becomes:

$$
\begin{aligned}
\left|\Delta u_{1}\right|^{2}-\left|\Delta u_{2}\right|^{2}=(\Delta u)^{T} H \Delta u & =(\Delta y)^{T} G \Delta y \\
& \leq \epsilon \sum_{p \in P} t_{p} \sum_{j \in p_{+}, i \in p_{-}}\left|\Delta y_{i}\right|\left|\Delta y_{j}\right| \\
& \leq \epsilon m^{2}| | U^{-1} \|^{2} \sum_{i}^{3}\left|\Delta u_{i}\right|^{2},
\end{aligned}
$$

where the last line follows because for each $i$ and $j$ we have

$$
\begin{aligned}
\left|\Delta y_{i} \| \Delta y_{j}\right| & \leq|\Delta y|^{2} \\
& \leq\left\|U^{-1}\right\|^{2}|\Delta u|^{2} \\
& =\left\|U^{-1}\right\|^{2} \sum_{i=1}^{3}\left|\Delta u_{i}\right|^{2} .
\end{aligned}
$$

Choosing $\epsilon$ sufficiently small, we have

$$
\left|\Delta u_{1}\right|^{2}-\left|\Delta u_{2}\right|^{2} \leq \frac{1}{2} \sum_{i}^{3}\left|\Delta u_{i}\right|^{2} .
$$

Rearranging yields

$$
\frac{1}{2}\left|\Delta u_{1}\right|^{2} \leq \frac{3}{2}\left|\Delta u_{2}\right|^{2}+\frac{1}{2}\left|\Delta u_{3}\right|^{2} .
$$

Together with Kirzbraun's theorem, the above inequality implies that the support of $\gamma$ is locally contained in a Lipschitz graph of $u_{1}$ over $u_{2}$ and $u_{3}$.

If $\operatorname{spt}(\gamma)$ is differentiable at $x$, the timelike implication follows from taking $y=x$ in (2), then noting that we can take $\epsilon \rightarrow 0$ as $\tilde{y} \rightarrow x$.

## 3 Examples

In this section, we outline some applications of Theorem 2.3. The proofs of the following results are straightforward calculations; they will appear, along with some additional applications, in [22]. Throughout this section, we restrict our attention to the special case where the weights $t_{p}$ in Theorem 2.3 are all $\frac{1}{2^{m-1}-1}$; in this case, we obtain the special semi-metric

$$
\begin{equation*}
\bar{g}=\frac{2^{m-2}}{2^{m-1}-1} \sum_{j \neq k} \frac{\partial^{2} c}{\partial x_{j}^{\alpha_{j}} \partial x_{k}^{\alpha_{k}}}\left(d x_{j}^{\alpha_{j}} \otimes d x_{k}^{\alpha_{k}}+d x_{k}^{\alpha_{k}} \otimes d x_{j}^{\alpha_{j}}\right) \tag{3}
\end{equation*}
$$

### 3.1 Applications to two marginal problems

We first consider the classical, two marginal problem. In this case, $\bar{g}$ is the Kim-McCann pseudo-metric; assuming $n_{1}=n_{2}:=n$ and $D_{x_{1} x_{2}}^{2} c$ is non-degenerate, its signature is $(n, n, 0)$ [14]. Theorem 2.3 is then precisely the main result of the present author, together with McCann and Warren, in [17].

Theorem 2.3 actually generalizes this result even when $m=2$, as we assume here neither non-degeneracy, nor even equality of the dimensions $n_{1}=n_{2}$.

Proposition 3.1.1 Suppose $m=2$. If the rank of $D_{x_{1} x_{2}}^{2} c$ is $r$, the signature of $\bar{g}$ in $E q$. (3) is $\left(r, r, n_{1}+n_{2}-2 r\right)$.

Theorem 2.3 then implies that $\operatorname{spt}(\gamma)$ is at most $\left(n_{1}+n_{2}-r\right)$-dimensional. It is worth noting that the topology of many important manifolds prohibits the non-degeneracy condition from holding everywhere. Suppose, for example, that $M_{1}=M_{2}=S^{1}$, the unit circle. Then periodicity in $x_{1}$ of $\frac{\partial c}{\partial x_{2}}\left(x_{1}, x_{2}\right)$ implies

$$
\int_{S^{1}} \frac{\partial^{2} c}{\partial x_{1} \partial x_{2}}\left(x_{1}, x_{2}\right) d x_{1}=0
$$

It follows that for every $x_{2}$ there is at least one $x_{1}$ such that $\frac{\partial^{2} c}{\partial x_{1} \partial x_{2}}\left(x_{1}, x_{2}\right)=0$.
3.2 Functions of the sum: $c\left(x_{1}, x_{2}, \ldots, x_{m}\right)=h\left(\sum_{i=1}^{m} x_{i}\right)$

Next we consider the case where $M_{i}=\mathbb{R}^{n}$ for all $i$ and $c\left(x_{1}, x_{2}, \ldots, x_{m}\right)=h\left(\sum_{i=1}^{m} x_{i}\right)$.
Proposition 3.2.1 Suppose $M_{i}=\mathbb{R}^{n}$ for all $i$ and $c\left(x_{1}, x_{2}, \ldots, x_{m}\right)=h\left(\sum_{i=1}^{m} x_{i}\right)$. Denote the signature of $D^{2} h$ by $\left(q_{+}, q_{-}, n-q_{+}-q_{-}\right)$; then the signature of $\bar{g}$ in $E q$. (3) is $\left(q_{+}+\right.$ $\left.(m-1)\left(q_{-}\right), q_{-}+(m-1) q_{+}, m\left(n-q_{+}-q_{-}\right)\right)$.

Remark 3.2.2 When $D^{2} h$ is negative definite (corresponding to a uniformly concave $h$ ), the signature of $\bar{g}$ reduces to $((m-1) n, n, 0)$; combined with Theorem 2.3, this implies that the support of any optimal measure $\gamma$ is contained in an $n$-dimensional submanifold. This is consistent with the results of Gangbo and Święch [10] and Heinich [11], who show that if the first marginal assigns measure zero to every set of Hausdorff dimension $n-1$, then $\operatorname{spt}(\gamma)$ is contained in the graph of a function over $x_{1}$.

On the other hand, when $D^{2} h$ is not negative definite, the signature of $\bar{g}$ has more than $n$ timelike directions. In this case, Theorem 2.3 does not preclude optimal measures with higher dimensional support. The next result verifies that this can in fact occur.

Proposition 3.2.3 Let $c\left(x_{1}, x_{2}, \ldots, x_{m}\right)=h\left(\sum_{i=1}^{m} x_{i}\right)$, where the signature of $D^{2} h$ is $(q, n-q, 0)$. Then there exist optimal measures whose support has dimension $(n-q+$ $q(m-1))$.

Finally, the following proposition implies that when the dimension of $\operatorname{spt}(\gamma)$ is larger than $n$, the solution may not be unique.

Proposition 3.2.4 Set $m=4$ and $c(x, y, z, w)=h(x+y+z+w)$ for $h$ strictly convex. Suppose all four marginals $\mu_{i}$ are Lebesgue measure on the unit cube $I^{n}$ in $\mathbb{R}^{n}$. Then the optimal measure is not unique.

It is worth noting that this cost is twisted; that is, the maps $x_{i} \mapsto D_{x_{j}} c\left(x_{1}, x_{2}, \ldots, x_{m}\right)$ are injective for all $i \neq j$ where $x_{k}$ is held fixed for all $k \neq i$. In the two marginal case, the twist condition and mild regularity on $\mu_{1}$ suffice to imply the uniqueness of the solution $\gamma$ [16]; this example demonstrates that this is no longer true for $m \geq 3$.

### 3.3 Hedonic pricing costs

Our next example has an economic motivation. Chiappori et al. [7] and Carlier and Ekeland [5] introduced a hedonic pricing model based on a multi-marginal optimal transportation problem with cost function of the form $c\left(x_{1}, x_{2}, \ldots, x_{m}\right)=\inf _{y \in Y} \sum_{i=1}^{m} f_{i}\left(x_{i}, y\right)$. Combined with Theorem 2.3, the following result demonstrates that, assuming all the dimensions $n_{i}=n$ are equal, the support of the opimizer is at most $n$-dimensional.

Proposition 3.3.1 Suppose $_{i}=n$ for all i and let $c\left(x_{1}, x_{2}, \ldots, x_{m}\right)=\inf _{y \in Y} \sum_{i=1}^{m} f_{i}\left(x_{i}, y\right)$, where $Y$ is a $C^{2}$, $n$-dimensional manifold. Assume the following conditions:

1. For all $i, f_{i}$ is $C^{2}$ and the matrix $D_{x_{i} y}^{2} f_{i}$ of mixed, second order partial derivatives is everywhere non-singular.
2. For each $\left(x_{1}, x_{2}, \ldots, x_{m}\right)$ the infinum is attained by a unique $y\left(x_{1}, x_{2}, \ldots, x_{m}\right) \in Y$.
3. $\sum_{i=1}^{m} D_{y y}^{2} f_{i}\left(x_{i}, y\left(x_{1}, x_{2}, \ldots, x_{m}\right)\right)$ is non-singular.

Then the signature of $\bar{g}$ in Eq. (3) is $((m-1) n, n, 0)$.
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[^1]:    ${ }^{1}$ The twist condition asserts that for fixed $x_{1}$, the mapping $x_{2} \mapsto D_{x_{1}} c\left(x_{1}, x_{2}\right)$ is injective, where $D_{x_{1}} c\left(x_{1}, x_{2}\right)$ denotes the differential of $c$ with respect to $x_{1}$; see, for example, Villani's text [26].
    ${ }^{2}$ See also a recent paper by Agueh and Carlier [1], relating this problem to barycenters in Wasserstein space.
    ${ }^{3}$ For the purposes of this paper, the term semi-Riemannian metric will refer to a symmetric, covariant 2 -tensor (which is not necessarily non-degenerate). The term pseudo-Riemannian metric will be reserved for semi-Riemannian metrics which are also non-degenerate.

