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Abstract
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|. Introduction

Much of our current understanding of the factaekibd growth and development, and
our continuing attempts to deepen that understandrbased upon cross-national estimates of
levels and growth rates of real standards of liviaigfortunately, for many of the poorest
regions of the world the underlying data supporgmrgsting estimates of living standards is
minimal or, in fact, nonexistent. Thus, for examphile the popular Penn World Tables
purchasing power parity data set version 6.1 pexs/i@al income estimates for 45 sub-Saharan
African countries, in 24 of those countries theas hctually never been any benchmark study of
prices’ In a similar vein, although the on-line Unitedtidas National Accounts database
provides GDP data in current and constant priced fTesub-Saharan countries for each year
from 1991 to 2004, the UN statistical office whighblishes these figures had, as of mid-2006,
actually only received data for just under halffedse 1410 observations and had, in fact,
received no constant price data, whatsoever, ory@arfor 15 of the countries for which the
complete 1991-2004 on-line time series are pubidhe

Where official national data are available for eleping countries, fundamental
problems of measurement produce a considerablergmbunquantified uncertainty. As noted

by Heston (1994), consumption measures for mostldping countries are derived as a

'See "Data Appendix for a Space-Time System of Matid\ccounts: Penn World Table 6.1",
February 2008. As explained in the source, exgtgtpost-allowance indices are used to extraptiate
price studies of benchmark countries to non-benck®eonomies.

“This statement is based upon a purchase in 20athe national accounts data records ever
provided to the UN Statistics Division by membeurties. When queried about the discrepancy
between the completeness of their website anddtzeldad purchased, UN officials were quite frank
about the difficulties imposed by the demands fu@®rs for a complete series, and their websitelppen
explains that much of their data is drawn from piheernational organizations and extrapolations
(http://unstats.un.org/unsd/snaama/metasearch.&pjlar frankness concerning the need to use
extrapolations from the data of other countrieBlittn gaps is present on the World Bank data vitebs
(see http://go.worldbank.org/FZ43ELUKRO).



residual, after subtracting the other major comptsef expenditure from production side
estimates of GDP. Production side estimates distdmce and informal production and other
untaxed activities are, however, very poor, leadangross errors in the calculation of
consumption levels. Thus, for example, the fiegional survey of the informal sector in
Mozambique in 2004 led to a doubling of the GDieaste of nominal private consumption
expenditure. Where direct surveys of consumer rdipgre are available in developing
countries, these must also be treated with cavenghe difficulty of collecting accurate nominal
consumption data. This is best illustrated bydase of the United States where the considerable
difference between the growth of reported expenglitn the Consumer Expenditure Survey and
the NIPA (using the production residual method)tedbout a In 40 percent gap between the
two series by the early 1990s (Slesnick 1998). droblems of getting accurate reports of
household expenditure, and marrying them to apptgpprice indices, should be even greater in
poor countries with limited resources devoted titecting data from individuals with minimal
education.

The paucity and poor quality of living standardedfor less developed countries is well
known and is motivating expanding efforts to imprdle quality of information, as represented
by the World Bank's International Comparison Progree and Living Standards Measurement
studies. However, there already exists, at thegmtetime, a large body of unexamined current
and historical data on living standards in develigmountries, collected as part of the
Demographic and Health Survey (DHS). For more thandecades this survey has collected
information on the ownership of durables, the dualf housing, the health and mortality of
children, the education of the youth and the atioceof women's time in the home and the

market in the poorest regions of the world.



In this paper | use the DHS data to constructred®s of the level and growth of real
consumption in 29 sub-Saharan and 27 other devejaqmuntries. These estimates have the
virtue of being based upon a methodologically cstesit source of information for a large
sample of poor economies. Rather than attemptimgegasure total nominal consumption and
marry it to independently collected price indice®y employ direct physical measures of real
consumption that, by their simplicity and patentiobisness (the ownership of a car or bicycle,
the material of a floor, the birth, death or illaes a child), minimize the technical demands of
the survey. While the items they cover providielinformation on comparative living
standards in developed countries, in the poorgsbtme of the world they are clear indicators of
material well being, varying dramatically by so@oaomic status and covering, through
durables, health & nutrition and family time, thajority of household expenditure.

Econometrically, my procedure recognizes the emaolved in product sampling by,
first, placing greater weight on products which éavstronger statistical correlation with real
incomes and, second, discounting the observatiopsoduct groups which are strongly
autocorrelated. Where estimates are constructeulitiple steps, | explicitly take into account
the estimation error of earlier steps and its ¢fbecthe inferences that can be drawn in later
calculations. As | make direct use of micro datg,estimates incorporate an evaluation of the
uncertainty introduced by sample sizes and thecesdiinformation implied by correlation
within clusters. In sum, | estimate the level gnowth of living standards in 56 developing
economies using a methodologically consistent méiron set of easily measurable and
economically significant indices of material wedlibg employing econometric techniques that

take account of correlation within clusters anddoiet groups and biases and uncertainties



produced by multi-step procedures to produce mstitnates and their associated standard
errors.

The principal result of this paper is that reali$whold consumption in sub-Saharan
Africa is growing between 3.2 and 3.8 percent peran, i.e. three and a half to four times the
0.9 to 1.0 percent reported in international dataaes. This growth is not due to the influence
of any particular product group, as durables, haydiealth, and family economics all show
growth which is at least double that reported terinational sources. The growth of non-African
economies is also higher than reported in inteonatisources, but the discrepancy here is much
less pronounced, with growth of 3.1 to 3.8 percastypposed to the 1.7 to 2.2 percent indicated
by international sources. While international dadarces indicate that sub-Saharan Africa is
progressing at less than half the rate of otheeld@ing countries, the DHS suggest that African
growth is easily on par with that being experienbgather economies. Regarding the cross-
national dispersion of real consumption, the DH& daggest levels that are broadly consistent
and highly correlated with those indicated by P@forld Tables, although there are substantial
differences for individual countries.

| present my methodology and results in stagéswalg the reader to more easily absorb
the different components that make up the appraadralso establishing, | hope, that the basic
result concerning sub-Saharan growth is extrenadyst. | begin, in section I, by describing
the DHS data and the durable goods, housing, & health, and household time measures
of real consumption. Section Il then presentsn@oduction to my methodology, showing how
aggregate product level consumption data providi@smation on the ratio of the growth rate to
the cross national standard deviation of real \standards. Intuitively, the trend and cross

national dispersion of product level consumptioreiated, through the income elasticity of



demand, to the trend and dispersion of aggregateoasumption expenditure so that the ratio
of these two measures for a sample of productsgeevnformation, once one adjusts for
product specific idiosyncratic effects, on the egient ratio for real living standards. Section
IV implements this idea, highlighting the grossadnsistency between the DHS and the most
popular of real living standards measures, the Rearid Tables. Put simply, the DHS data
imply a ratio of growth to cross sectional dispenson the order of 2 (non-Africa) to 4 (Africa)
times that present in the PWT. Either the crostia®al dispersion or the growth rates of real
consumption expenditure implied by the two sousresradically different.

Section V continues by showing how the use ofntiero correlation between
educational attainment and consumption levels pteséhousehold datasets allows one to infer
the income elasticity of demand for each of my oemalsumption measures, thereby allowing the
separate estimation of both the growth rate anwtista deviation of real living standards. When
implemented using the DHS data in section VI, thaséhods indicate that the discrepancy
between the DHS and the PWT lies in the growth eateal consumption (as noted above) and
not its cross national dispersion, which is rougdyivalent in the two sources. To provide a
robustness check on the results, section VII extéimel methodology to allow for heterogeneous
(local) demand patterns. In conventional natienedme accounting the use of common global
prices allows a comparison of both the levels amavth rates of living standards, but the use of
local prices restricts international comparisongrtmwth rates. Similarly, the movement from
the assumption of a homogenous (global) pattedenfand in sections V and VI to allowing
local demand patterns in section VI restrictsdhalysis to growth alone. Nevertheless, this
extension provides an importance robustness cheitkalows for the possibility that, for the

products | examine, African income elasticitiesiemand are uniformly higher, so that the



observed movements in product level consumptiomsseciated with smaller overall
consumption expenditure growth. When implementedection VI, this methodology
produces, if anything, even higher estimates ofcafr consumption growth.

As a final attempt at reconciliation, section I1¥t@s that conventional aggregate data
such as the PWT report the In of mean consumpivbile my micro-data based DHS
calculations actually concern the mean of In consion, the difference between the two
measures representing the degree of consumptignafigy. Simple recalculations allow me to
convert my measures to In of the mean equivaleniteese lower the estimated growth of
consumption somewhat, as faster rural growth istovg inequality in both the African and
non-African economies. With locally estimatedane elasticities, | find that the In of mean
consumption is growing 3.5 percent in sub-SaharaicaAand 3.1 percent in the non-African
economies. Section X concludes with figures wislcbw the broad agreement between the
DHS and PWT regarding levels of consumption andrtireense gap in their assessment of the
absolute and relative (to other countries) growtbutb-Saharan African living standards. An

appendix details the construction and coding oilaédes drawn from the DHS surveys.

1. Demographic and Health Survey Data on Living Standards

The Demographic Health Survey and its predecaksoworld Fertility Survey, both
supported by the U.S. Agency for International Depment, have conducted irregular, but in-
depth, household level surveys of fertility andltirean developing countries since the late-
1970s. Over time the questions and topics in tineeys have evolved and their coverage has
changed, with household and adult male questioruteechdded to a central female module,

whose coverage, in turn, has expanded from eveatiedavomen to all adult women. | take



1990 as my starting point, as from that point atuailly all surveys include a fairly consistent
household module with data on household educatreiacteristics and material living
conditions that are central to my approach. Inldave access to 135 surveys covering 56
developing countries, as listed in Appendix |I. Baenple consists of about 0.5 million
households in sub-Saharan Africa and 1.1 milliondetolds in the rest of the world, including
useful information on 3.1 million youths aged 6-24 million currently married women aged
15-49, and 0.65 million children less than 3 yexrage®

The raw data files of the DHS surveys are distatas standardized "recode” files.
Unfortunately, this standardization and recoding been performed, over the years, by different
individuals using diverse methodologies and makimegy own, idiosyncratic, errors. This
produces senseless variation across surveys @ twwo examples, individuals with the same
educational attainment are coded as having draafigtitifferent years of education or
individuals who were not asked education attendgunestions are coded, in some surveys only,
as not attending. In addition, there are undeglylifferences in the coverage of the surveys (e.g.
children less than 5 years vs. children less thgeaBs) and the phrasing and number of
guestions on particular topics (e.g. employmentctviproduce further variation. Working with
the original questionnaires and supplementary uedodw data generously provided by DHS
programmers, | have recoded all of the individwhlaational attainment data, corrected coding
errors in some individual items, recoded varialidestandardized definitions and, as necessary,

restricted the coverage to a consistent samplerf@gied women, children less than 3 years)

*These numbers represent the sample with releviorhiation. Thus, for example, the 1.6 million
households actually contain 3.5 million youths, itiom women, and .9 million children. Youth scHoo
attendance is not collected in some surveys armgrding upon the survey, women are interviewed in
depth (providing information on themselves andrtiieung children) according to whether they have
ever been married and/or slept in the house théqure night or are usual members.

-7 -



and removed surveys with inconsistent question &sr(in particular, regarding labour force
participation). Appendix I lists the details.

| use the DHS data to derive 26 measures of mrawemption distributed across four
areas: (1) ownership of durables; (2) housing ttmng; (3) children's nutrition and health; and
(4) household time and family economics. Tablelbty details the individual variables and
sample means. All of these variables are relatdsbtisehold demand and expenditure, broadly
construed, and, as shown later, are significarttyetated with real household incomes, as
measured by average adult educational attainnidrdve selected these variables on the basis of
their availability and with an eye to providingangpling of consumption expenditures that
would, through material durables, nutrition & heaind household time, cover most of the
budget of households in the developing world. Méhaade the decision to break measures of
household time into different age groups to accéomndifferent demand patterns at different
ages as the possibilities of substitution betwemnenproduction, human capital accumulation
and market labour evolve. Thus, for example,dher households young women are more
likely to be in school and less likely to be wordim the late schooling years (ages 15-24), but,
consequently, are more likely to be working as ypadults (ages 25-49). Although males are
included in the schooling and children's healthaldes, | do not include separate time allocation
measures for adult males because male questiormadeles are less consistently available and
male participation behavior, when recorded, is #smgly related to household income and,
hence, by my methodology, would play little rolesstimating relative living standards.

My approach will be to use the correlation betwesal consumption in a sample of
products and relative household incomes, as mehbyradult educational attainment, to draw

inferences about levels and trends in relativeoreg)iconsumption expenditure. While the full



Table I: DHS Real Living Standard Measures by Gaitg
N Mean N Mean
Ownership of Durables Housing Conditions
Radio 1557550 574 Electricity 1534362 .528
Television 1577616 .405 | Tap Drinking Water 1569114 451
Refrigerator 1473490 .249 Flush Toilet 1449330 .322
Bicycle 1489805 .296 Constructed Floor 1400359 .598
Motorcycle 1431210 .102 In # Sleeping Rooms per Person 717178 | -.927
Car 1460012 .066
Telephone 1130847 172
Children’s Nutrition and Health Household Time dramily Economics
In Weight (1009) 465085 4.44 | Attending School (age 6-14) 1916473 712
In Height (mm) 454582 6.59 Attending School (age 15-24) 1219551 .304
No Diarrhea 590540 .799 Working (women age 15-24) 195060 416
No Fever 578304 .676 | Working (women age 25-49) 588049 .554
No Cough 582544 .658 Gave Birth Past Year (age 15-24) 289763 312
Alive 649386 .930 Gave Birth Past Year (age 25-49) 898526 141
Ever Married (women age 15-24) 726630 431
Ever Married (women age 25-49) 1083877 .936
Notes: All variables, other than In weightigig and rooms per capita, coded as 0/1. OwnexsHjurables: at
least one such item in the household; Housing Gimmdi: constructed floor means made of other thignsand or
dung. Household Time: individual variables, ceded separately for each individual of that agigaéhousehold;
recent fertility and market participation referdarrently married women only. Children's Healtidividually
coded for each child born within 35 months of thevey; diarrhea, cough and fever refering to theeabe of these
for the individual in question (if alive) in thegmeding two weeks; In weight and In height refeyio
measurements of living children at the time ofsbhevey.

methodology is discussed in later sections, a flewanus concerns should be noted at this time.
First, there is likely to be a significant covaganindependent of income, between many of
these variables at the national or regional les@that they cannot be construed as a true,
independently drawn, random sample of consumpgwals. The use of random effects within
the four broad product groups (e.g. housing), ith ieends and within regions, will address this
issue, discounting the number of observationsealégree that there are strong empirical
correlations within but not across groups, i.e¢h®degree that the product groups represent
correlated demand along narrow dimensions. Sedbatk are likely to be regional,

idiosyncratic, factors affecting the measured lewd#lmany of these variables, independent of



relative consumption expenditure. Again, theselmmaexplicitly recognized with random effects
at the product and product group level, identifying degree to which there is correlation in
levels within products and product groups that dbaxtend across all products, producing more
efficient estimates of overall country real constioplevels with appropriate standard errors.
Third, local, district level, infrastructure is anportant determinant of the realized household
consumption of some products. Arguably, individugiioose their residence precisely to get
access to such communal infrastructure, and paiy ifmplicitly through the local cost of

housing and land, so it should be viewed as anesienf demand. Nevertheless, | will address
this issue by estimating demand equations usingerlevel random and fixed effects. The
results are not dramatically different. Finallyslkaeptic might question whether the consumption
of some of these "products” is even related toegpenditure. As presented later, my
methodology is inherently "idiot proof”, as prodsigthose micro level correlation with real
incomes is poor will play an insignificant roledetermining the estimated growth and levels of
regional consumption.

As a final comment on the data, | should note th@tDHS codes households as living in
urban (cities and towns) or rural (countryside)aareln what follows, | estimate average levels
of demand at the urban and rural level. To cateudad report national averages, | divide the
total DHS urban and rural household weights byrtb@mbined sum to arrive at urban/rural
household shares, which | then use to weight ttimated urban/rural consumption levels to
produce national totals. For the 56 countriessxtbe 135 surveys in my sample, the urban
share varies from a minimum of .06 in Rwanda 19930 in Brazil 1996, with a mean of .38
and standard deviation of .18. There is some gmpaandom variation in the DHS's estimate of

urban/rural shares, but the trend in average cplewel urbanization, at .4 of one percent per
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annum within and outside Africa, does not seemasuorable. With an urban-rural In
consumption gap of .80 outside of Africa and 1®3ub-Saharan Africa, this trend contributes
no more than .3 to .4 percent of growth. | algmrg in section IX, separate, unweighted,

estimates for urban and rural regions.

[11. Methodsl: Using Consumption Aggregates

| introduce my methodology in stages: first,histsection, showing how the ratio of the
growth to the standard deviation of living standacen be inferred from panel data on product
level consumption aggregates, then, in a latei@echowing how the within survey micro-
level correlation between product consumption ahetational attainment can be exploited to
produce separate point estimates of both the gramthstandard deviation of living standards
and, yet further on, showing how international hegeneity in demand patterns can be
accommodated while still producing internation@iymparable measures of real consumption
growth. Proceeding in this sequential fashion reake pieces that make up the overall
methodology transparent and digestible and, asetider will see, highlights the inconsistency
between the DHS data and the most recognized erinational measures of living standards, the
Penn World Tables.

Let some measure of the demand for product p\eEndiy:

M In(Q,)=a, +n,In(C") + & In(P)
wherea , is a constantyy, the quasi-income elasticity of demar@!' nominal consumption
expenditure,gi', a vector of own and cross quasi-price elastictifedemand, andh(l3) the
associated vector of prices relative to some Hasee the term quasi in describing the

elasticities, because In(Q) need not be actualiimtity demanded, but only some measure
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related to that quantity, such as the index inado@bility model or an outcome of food demand
such as body weight. Homogeneity of demand ofeke@rin expenditure and prices implies that
that the quasi-income elasticity of demand equasiegative of the sum of the own & cross

guasi-price elasticities:

2 7, = —; -
Equation (2) holds even when Q is not strictly $pggaquantity demanded, as anything
associated with that demand should, equally, haeesame homogeneity of degree 0 property.
To reformulate (1) in terms of real consumptioe, add and subtract from nominal

expenditure the expenditure share weighted moveoignices from the base to produce

(3 InQ,) =a, +7,[IN(C") ~&'In(P)] +1,[8' +&, /17,1 In(P)
where © is a vector of product expenditure shardsoperationalize (3) empirically by taking

the last term on the right hand side as the eeron:t

(@) In@Q,) =a, +77,In(C") +7,6"
where the superscrig® on¢ is used to emphasize the role relative prices iplaetermining the
error term. Clearly® and Ep /n, are vectors whose components sum to one and negte,
respectively, so that when added they sum to zEansequently, uniform inflation drops out of
the error term which, when normalized by the qursdme elasticity, is a zero-weight average
of relative price changes; something that, argyablijomoskedastic across products and has an

expected value of zero.

“These are actual product expenditure shares, argliaei in any way, but, as will be seen, thermpis
need to actually ever compute them.
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Real consumption expenditure is growing, worldwiatean average rate g, so that real

consumption per capita in country c at time t camfitten as:
(5) In(C})=In(C) + gLt +g,Lt
whereg, represents the deviation of the country's growath from the global average g and

IN(C) equals In relative consumption in the base y&arstituting (5) in (4) we see that the

data generating process is given by:

6 In(Q,.)=a, +n,In(C) +n,g0t+n,0, 0t +7,£;,

Consider running for a single product p a randofects panel regression on a sample of
consumption data in countries c at times t:

(7) Q) =C, + 9, [t+V, [t+e,
where, with the subscripts p used to remind usdhah regression is specific to a particular
product,c,c represents a set of country level dummggshe average product consumption
growth ratey,. a random effect accounting for variation in courgrowth rates, ané, the
putative iid error term. Comparing (7) and (6)e@ees that &, is truly iid then:

@ ¢.=a,+n,In(CY) 4§, =n,
so that, witho[x] denoting the standard deviation of x:

(9) gp = /7pg = g
o[, n,00n(CH] olin(CH)

i.e., the ratio of the time-series to cross-sedtimariation of product consumption levels gives

information on the ratio of the growth rate to tivaerlying standard deviation of real

consumptiorr.

*Two points deserve mentioning. First, if the uresied income elasticity of demand is negative,
what (8) and (9) report as positive growth actuediyresents declining real expenditure. This isano
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Unfortunately g, is not likely to be iid, as there are persistafiuences on demand
within a country other than real expenditure, nmuagtbly sustained relative price differences.

Hence, the underlying data are actually betterrite=t as being produced by the process

(6), In(Qpct) = ap +,7p |n(CcR) +I7pg |:|t +,7pgc |:|t +I7p£:):c +I7p£::ct
wheregfc represents a persistent country x product error,gafgchn iid residual error. In this
case, the product x country constants includertfieance of relative prices on product demand
so that

a0 R P N —

(8) Cpc - ap +,7p |n(CC ) +,7p£pc gp _,7p

and (9) actually estimates

@) —2—= 9
olC.] olIn(C])+e.]

It seems likely that there is a fair amount of ipeledent variation irzfc so that, on average, (9)
will understate the ratio of growth to the standdediation of real living standards.

The problem of persistent, non-expenditure relatedntry specific influences on the
demand for individual products can be solved bgeding the single product random effects

regression to a sample of products:

@o In(Qm) =a + bp(cc +glt+v Ct+u + epct)

problem in later sections, where | estimate therme elasticity of demand, and | finesse it in Hastion
by measuring each variable so that (as confirmied)lan increase is positively associated with &igh
real incomes, e.g. womeiot giving birth,not being married, etc.

Second, as all of this, and everything to comeagimum likelihood, all statements about
coefficients being equal to parameters are actg#diements about asymptotic consistency. | gypera
have about 130+ observations at the product legrbssion presented so far, and close to 3200 Wvhen
combine all products to produce my final estimdtiiscussed further below). For the micro-level
analysis presented in later sections, there aieaypat least 1/2 million observations, with tisaunds of
observations per regional dummy.
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where all error terms are uncorrelated with eableroand across subscript categories, e.g.
E(uic,Uic) = 0 (#)). With data from a number of products, produeeleersistent differences in
consumptioru,. can now be separated from overall relative legétsonsumptiore: which,

along with the average growth rajeare estimated by the cross-sectional and timesseo-
movement across products of consumption, internediign magnitude, by the quasi-income
elasticitiesh,. Given the multiplicative way they enter with thiher coefficients in the
regression, the quasi-income elasticities are widgtified in a relative sense, and identification

is achieved by restricting one of them, say thattie first product, to equal®l. In this case

(1]) 6(: =,7p|n(CCR)//71 g =/7p /,71
Although the actual growth and cross sectionaletisipn of real living standards are still not

known, the ratio of the two is purged of produetlevariation in consumption levels:

9 - 9
“2 561 ~ oln(c)

It is obvious that there are various generalisedi squares extensions of (10) that will
improve the efficiency of the estimates and allben to more accurately reflect the true
informational content of the sample. Thus, forragge, there is likely to be significant cross
country correlation in product specific growth sates relative prices, globally, follow particular

trends. This is incorporated by extending the cam@ffects framework to:

@3 In(Q,)=a,+b (c +glt+v [t+v [t+u +e)

°0f course, in a similar vein one of the productstonption level constants must be dropped to
allow the estimation of a full set of country dunesig,.
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wherev, represents correlation in product specific tren8snilarly, the individual products may
not be a true random sample, so that there ardisag non-income related correlations across
groups of products in levels within countries am@jiowth rates across countries:

@4 In(Q,)=a,+b(c,+glt+v Ct+v [t+v [t+u +u, +e)
where G denotes a product group (e.g. the housitayid Table | earlier). | have found that
there are generally quite significant product groapelations in levels within countriesg),
but the estimate of the variance of commonalitiegroduct group growth rategs] is invariably
insignificantly different from zero, or the likellod is maximized when its value is actually set
to zero, so | drop this term from the analysis sepbrted results which follow.

Since the estimated regression coefficients anplsi constants and time trends, the
random effects of (10), (13) and (14) have litdedd with the traditional weighting of "between"
and "within" estimators. Instead, large estimatadances ofr, v, Uy andugc indicate that
there is considerable correlation between the ¢erans, i.e. that the nominal number of
observations considerably overstates the truenmdton in the sample. This naturally produces
larger standard errors, but also changes the petithates as less than the usual OLS weight is
placed on observational groups which are highlyatated®

As a final refinement, | should note that effiagmequires that one explicitly take into

account the fact that the observations of theHefte side variable in (14), i.e. product

’All shocks are orthogonal to each other. Thusef@mpleg,. represents the residual country x
product correlation after accounting for countngraduct group correlatiogs.

8Thus, for example, if there are strong productamtry correlations in growth rates then, in
calculating the average growth rate g, comparatilesls weight is placed on individual observations
belonging to products or countries with a large hanof total observations. Similarly, if there ateong
product or product group correlations in levelsthia calculating the country fixed effects,
comparatively less weight is placed on individuaservations belonging to products or product groups
with a large number of observations in a given ¢gun
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consumption levels, are estimated from data ireipinary first-step. To this end, the
covariance matrix for the generalized least squan@givariate normal likelihood should be
augmented with the covariance matrix of the fitspestimates, i.e. CovERE) +X(first step,
where the first term is the covariance matrix diésct by the random effects model (e.g. eqgn.
(14)) and the second is the covariance matrix @dépendent regression variable, as estimated
in the first step. Inserting the first step comate in this manners functions, in a fashidike
weighted least squares, as less weight is placetpendent variables which are estimated with
more uncertainty. For estimation based upon natiaverages calculated from individual
surveys, in the following section, this is not oégt import, as the sample sizes ensure that the
standard errors are miniscule. Further on in #q@ep however, where micro-level correlations
are used to estimate the quasi-income elasticttiesprocedure places less weight on products
whose association with income is weaker, and hprméde less information about trends and
relative levels of real living standardfs.

Estimation error can seriously bias the infereraresdraws about cross-sectional

variation in consumption levels. Since the courtsgsumption levels, of equations such as

°In a fashion, because they are not a strict reatigighting. In weighted least squares, obsematio
are weighted by their relative variance, but haeeabsolute first step variance relative to the eirod
residual observed variation in the estimated véggls relevant. Thus, when all of the first steqors
are small, as in the case discussed below, thedchmal variation in the dependent variable doteisia
and there is, effectively, not much relative weight To see this more clearly, consider the casersy
both the first step covariance and second step heode are diagonal, so that the variance of each
observation i is given?(y;) + 0*(¢), where the first term is the first-step variané¢he estimated
dependent variable and the second is the model @stimated in the second step).

19 should note that the standard errors of the @effts estimated in the second-step should also be
modified to take into account their dependenceherfitst-step parameter estimates and their stdndar
errors, i.e a two-step calculation of standardrerréiowever, given the complexity of some of the
likelihoods, the calculations are quite difficuitdatime consuming. Hence, having checked a fewscas
and found that this does not substantially alterrésults, | leave this particular refinement fdinal
draft.
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(7) and (14) are inevitably estimated with errbgit cross-sectional standard deviation is
exaggerated by estimation error. One can coroedhfs by taking these estimates and running a
third-step (!) regression of their value on a canstincorporating the estimation variance into
the regression likelihood in the manner descrilbetthé preceding paragraph. The estimated
regression standard error of this constant-onlyehauld represent the true cross-sectional
variation of base year consumption levels. Catouyahe theoretically correct standard error for
the ratio of second (g) and third)(step coefficients, each estimated with dependariables
and embedded covariance matrices estimated ireesatdiges, involves equations of grotesque
complexity. A simpler approach is to estimatedbantry consumption levels, in the second-
step models described above, as a random effect:

(7" In@Q,)=u,_+g Lt+v [t+e,

@4 InQ,)=a +b (u +glt+v Ct+v Ct+v [t+u_+u, +e,)
where, as before, u's and v's denote level andtgramdom effects, respectively, and where,
now, Uy Substitutes foc,: as a product-specific country level random effedhe single product
equation (7) and. substitutes foc. as a cross-product country level random effethémulti-
product equation (14). This random effects speaiion, combined with the incorporation of the
first step covariance matrix in the second steglillood (as described above), automatically
purges the estimate ofIn(C)] of variation due to estimation error. The randsffects
assumption of independence from the other coeffisiavhich are simple constants and time
trends, is not very demanding and | show, in areagpx available from the author, that the full

three step fixed-effects procedure described apov@uces very similar estimates of the ratio of
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growth to cross-sectional variation in real livisigndards! Throughout the paper, | use the
random effects specification to estimate diredtijthe second step, the cross-sectional variation
of real consumption levels.

To summarize, under the assumption of a In lilme@yme elasticity of sorts, the time
series and cross-sectional variation in a meaduteeaeal consumption of a product provides
information on the ratio of the growth to the starttideviation of real expenditure.
Econometrically, estimation of this ratio can egjly account, in a variety of ways, for
correlation within countries, products and prodyrcups in both levels and growth rates,
producing standard errors and coefficient estimitasproperly reflect the amount of
independent information in the product sample. U$e of estimated means as a left hand side
variable requires that the first stage covariana&imbe incorporated in the second stage
likelihood's description of the covariance matridiese econometric refinements play quite a
significant role later in the paper, when | sepayaestimate the trend and standard deviation of
real expenditure. They are not, however, necessagtablish the central result of this paper, as
presented in the next section, i.e. that theregisudng inconsistency, particularly concentrated i
the sub-Saharan economies, between the relative@efitime series and cross-sectional

variation in real consumption present in the DHS8 e PWT.

“However, for the reason described above, | do alcutate the standard error of the three-step
estimates presented in that appendix.
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V. Resultsl: The GrossInconsistency Between the DHS and PWT

Table Il below presents product-level estimatethefratio of the growth to the standard
deviation of real consumption expenditure followetgation (7)' described in the previous
section. For each entry in the table, the dependerable is a measure of the mean
consumption of a product in a particular surves, & country x time panel for a given product.
For In rooms per capita and children's In weight binheight, this is the sample mean. For the
remaining dichotomous variables, coded in the siges 0 or 1, the measure used in the table is
the logit of the mean value, i.l(x/(1-X)).* | calculate these values at the urban and rural
level for each survey and aggregate them usin®th® total urban/rural household weight to
produce a national measureThe estimated variance of these first step estisria adjusted for
clustering and then additively incorporated inte likelihood of the second step random effects
model, as described earlier abd¥eAlthough these refinements matter in later sestiin this
table they are not crucial, and estimates caladilaggng simple national means (without
urban/rural weighting), with or without adjustméat the first step variance or clustering, and

even including more complicated random effectg¢Hatcluster level) estimation of regional

'% use the logit as my baseline, rather than sirttysample mean value, because later in the paper |
will need to estimate probability equations atmfiiero level, i.e. deal explicitly with the fact ththe
variable can only take two values, and the logi convenient probability model that is easily axtied
to random and fixed effects specifications. Howgesas shown in this section and later in the paper,
results are fairly robust to the choice of funcéibform.

*As for the independent variable "time", since theveys are executed over a period of months, |
code each survey as taking place at the averageatiathich the households were interviewed, witthea
month coded as 1/12 of a year. Section Il and Adpel provide further details on the definitiondan
construction of the variables.

“To clarify, the first step predicted values areatda those one would get if one ran, for each
urban/rural region in each survey, a linear regoessr logit model on a constant. The standardrerof
these urban/rural means can then be adjustedustecing using the usual robust "sandwich" estimato
variance. The national mean for each survey isvifighted average of the urban/rural means, and its
variance is the sum of the square of the urban/methts times the individual urban/rural variasce
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Table 1I: Product Level Estimates of Growth/Stamndaeviation
Dependent variable = urban/rural weighted counteans
Yoot = & + Go-a*t + Goa*t + Upc + Vpc*t + €pcy, reporting gofup
Durables g-alc[upd Opaloupd Housing @-alofupd] Opalo[upd

Radio .019 (.015) | .089 (.016) | Electricity .038 (.006) | .032(.006)
Television .040 (.007) | .055(.008) | Tap Water .005 (.010) | .008 (.009)
Refrigerator .034 (.007) .026 (.006) | Flush Toilet .052 (.009) .017 (.008)
Bicycle .028 (.010) .048 (.009) | Constructed Floor .027 (.007) .016 (.006)
Motorcycle .031 (.011) .026 (.010) | In(Rooms/Capita) .058 (.012) | -.002 (.007)
Car .020 (.009) | .021 (.008)

Telephone .076 (.017) .068 (.018)

Children's Health @aloluyd gpalolUpd Family Economics @alo[Upd gpalo[Upd
In Weight .029 (.010) | .031(.008) | At School (6-14) .053(.014) | .069 (.013)
In Height .061 (.015) | .039(.012) | At School (15-24) .054 (.015) | .043(.014)
No Diarrhea .006 (.020) .058 (.020) | Working (15-24) .010 (.019) .019 (.013)
No Fever .015(.024) | .100 (.025) | Working (25-49) .029 (.023) | .033(.016)
No Cough .009 (.026) | .075(.026) | Birth (15-24) .092 (.020) | .021 (.016)
Alive .081(.013) | .037(.009) | Birth (25-49) .063 (.008) | .011 (.005)

Marriage (15-24) .012 (.009) | .027 (.009)
Marriage (25-49) .011 (.006) .024 (.006)
Note: A = sub-Saharan Africa; ~A = non sultv®an Africa. Each product is estimated separatilya
pooled global sample and 2000 as the base ye#idaross-sectional variance (i.e. t = year - 2000)

means, are all virtually identical. To avoid ptess repetition, these are placed in an appendix,
available upon request from the author. For comparpurposes, | estimate separate average
growth rates for the sub-Saharan and non sub-Sakamomies divided by the global standard
deviation of base year consumption leVld.find, across all 26 products, the average ef th
growth to standard deviation ratio and its staneardr to be .037 (.013) in the non-African

economies and .038 (.012) in sub-Saharan Africa.

®Obviously it would make no sense to divide Afrigrowth by the African variance and try to
compare it to the same number for the non-Africaumtries. | should note that, throughout this pape
treat 2000 as the base yeatr, i.e. t is measurgebasninus 2000.
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Table lll: PWT & UN Based Estimates of the Growth
and Standard Deviation of Real Living Standards
Yet=a+ gA*t + gA*t + Uc + V't + ey

Penn World Tables 6.2 UN National Accounts
Private Consumption Private Consumption
per Capita per Equivalent Adult per Capita

O-A .020 (.004) .017 (.004) .022 (.004)
Oa .010 (.004) .009 (.004) .009 (.003)
olug] .677 (.065) .651 (.062) .709 (.068)
olvd] .012 (.003) .012 (.003) .011 (.003)
oled .072 (.008) .072 (.008) .080 (.009)
g-aloud] .030 (.007) .027 (.007) .030 (.006)
daloluc] .014 (.006) .013 (.006) .013 (.005)

Notes: Calculated using PWT Laspeyres measfr@é®P, with ratio of equivalent adults to
population calculated from reported PWT chain messuPWT chain measures (for GDP) produce
identical results. PWT calculates equivalent adioijt assigning a weight of .5 to persons underUs.
measures are in constant market exchange US dalliinsad hoc PPP adjustments (see text).

Table Ill runs the same random effects regresssam in Table Il on the real
consumption data of the Penn World Tables. Inc¢hge, both the growth and standard deviation
of real consumption are identified, as there isnoome elasticity that needs to be implicitly
estimated, but only their ratio can meaningfullycoenpared to the DHS results presented up to
this point in the paper. | use as my observatibasl32 PWT country x year observations

corresponding to the countries and dates of my Biit8eys'® As the dependent variable | use

1% average/weight the PWT data for the years in tvieiach DHS survey takes place (e.g. 2003-2004)
based upon the date in which the average houseladdurveyed. For the countries in my sample, the
PWT 6.2 data end, mostly, in 2003 and 2004. Farf38y DHS surveys the survey date is at or past th
last PWT observation for that country (in 10 casies,survey begins in the last PWT observation)year
In these cases, | substitute the last available BWsErvation for that country (and its correspogdin
date). In the case of three countries there amestwveys past the last PWT observation. In thases, |
drop one observation for each country. In sumpPWET sample consists of 132 country x year
observations, with 25 representing data beforedneesponding DHS date (22 of these being withim tw
years). The UN data extend to 2006, and hencenedch all of the 135 survey x year observationspf
DHS data.

-22 -



per capita and per equivalent adult measures bpreate consumption. As the reader can see,
the PWT ratio of growth to standard deviation feede measures is .030 for the non-African
economies and .014 for sub-Saharan Africa. ForSahmran Africa this is close to 1/3 the
average present at the product level in the DH& d&ere, as shown in Table II, 23 of the 26
products show ratios higher than .014. It is imiatslly apparent that there is a vast
discrepancy, concentrated in sub-Saharan Afridaydsn the degree of growth to cross sectional
variation present in the PWT and that present@DHRS. As a cross-check, Table Il runs the
same analysis on the UN National Accounts Main &ggtes Database measures of GDP in
constant US dollars. The UN growth and standaviatien measures are extremely close to
PWT. This is not surprising as, given the benchnharels of expenditure, PWT extrapolates
international dataset measures of growth by GDPpoorant, while the UN database, despite
being nominally at market exchange rates, makd®ad®PP adjustments to levés.

The results reported above understate the truaitoag of the discrepancy between
PWT and the DHS, as the DHS product level regressimderstate the ratio of growth to
standard deviation of real consumption expendiyrencluding product level cross-sectional
variation in the denominator, as explained eantierquation (9)'. To this end, Table IV presents
DHS random effects regressions run across all gtsdtogether, following equation (14)'

presented earliéf With the product level shocks purged from the ¢oulevel standard

YIn the case of economies with volatile price lewais exchange rates, an adjustment is made using
relative domestic/US inflation rates back to "tlea/closest to the year in question with a realGDP
per capita US dollar figure" (http://unstats.un/argd/snaama/formulas.asp).

'8 To get things started, the first column of theempanel is (14)' without any random effect other
than that representing country levelg).(Uul his regression is inefficient, as the largantoy x product
specific error is included in the general errontebut, relative to the results presented in Téble
accomplishes the basic task of averaging outgliminating the country x product specific shoakglie
implicit calculation of the cross-sectional varieti Additional random effects are added as oneesio
to the right, as indicated by the coefficients mepdin the table.
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Table IV: DHS Estimates of Growth/Standard Dewiati
Dependent variable = urban/rural weighted counteans
Panel data: product x country x time observations
Ypct = & + B*(Uc + 0a*t + ga*t + Vp*t + V't + Upe + Use + 6ct)
All Products
0-alolud] .055 (.009) .053 (.006) .055 (.009) .056 (.009)
galoluc] .052 (.009) .053 (.006) .054 (.009) .054 (.009)
olupd/oluc] 1.20 (.124) 1.20 (.122) 1.13(.121)
o[vpl/ofud .021 (.004) .022 (.005)
o[vcl/olud .020 (.004) .021 (.004)
olucd/o[ud] 440 (.072)
olecd/oluc] 1.19 (.118) 434 (.045) .396 (.041) .398 (.043)
Consumer Housin Children's Family
Durables 9 Health Economics
0-aloud] .049 (.012) .043 (.011) .049 (.015) .075 (.017)
dalolud] .066 (.012) .022 (.010) .068 (.015) .063 (.015)
oflupd/oluc] .969 (.116) .840 (.106) .876 (.112) 1.82 (.278)
ol[vpl/olud .020 (.007) .016 (.006) .013 (.008) .025 (.009)
VAN .026 (.006) .024 (.005) .041 (.010) .020 (.009)
olesd/oluc] .255 (.030) .206 (.025) .547 (.067) .598 (.088)
Notes: All equations include a random effedhatcountry level () normalized to have a standard
deviation of 1. Subscripts indicate the categonigkin which the shocks operate and across whieh t
shocks are uncorrelated. The product group reigressannot be executed with group level random
effects (Gc), as these would be colinear with ttheioterms in the regression. All equations ineltite
first step coefficient covariance matrix as an tddipart of the second step covariance likeliho8ee
section Il for further details.

deviation by the use of a panel, the average grtoviitandard deviation across all 26 products is
now seen to be about .055 around the world, ireost 2 times that present in PWT for non sub-
Saharan countries and roughly 4 times PWT's fiureub-Saharan Africa. As shown in the
table, this result is not due to the dominant iefice of a particular product group as all product
groups indicate a growth to standard deviatiororatistly above that in PWT. The lowest

group, housing in sub-Saharan Africa, brought dowithe outlier of rooms per capita (Table
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1), still shows more than 1.5 times the movementdriation present in PWT. While the growth
and level country and product random effects haweesinfluence on the coefficient estimates
and their standard errors, they are not essenttaktoverall results, as can be seen by
comparing the different columns of the table.

The results reported above use a particular fanatiform, the logit, to evaluate the
dichotomous variables that form most of my prodizehple. The reader might be concerned
that the In odds ratio this functional form prodsitensforms variation in mean values to
variation in measured consumptions in such a wdg generate the results reported above. To
explore this, | consider, as alternatives, the prakeibull, cauchy and linear probability models.
The predicted probabilities and estimated dependmbles associated with each functional
form are presented in Table V. The probit hashdliygthinner tails than the logit, the cauchy has
dramatically thicker tails, the weibull is not ev@ymmetrié®, and the linear model, of course, is
simply a linear regression. The coefficient ofiaaon, skewness and kurtosis of the 2912
product x country x survey consumption level esteador dichotomous variables produced by
these functional forms differ substantially. Howevas shown in the bottom row of the Table,
when the random effects regression of the upphat hgnd corner of Table IV earlier is
estimated, the different functional forms yieldywsmilar results. The relative time series and
cross sectional variation present in the DHS comiom data is quite insensitive to the

functional form used to convert means to consumgtidices.

®These random effects adjustments have, as one mightt, a much greater influence on the
product group estimates, where absent the im@tigireweighting, individual product or country
observations have a much greater influence. Tougxample, the sub-Saharan growth to standard
deviation ratio for housing, absent any randomagsfat all, is .009.

2Symmetry being that 1-F(y) = F(-y).
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Table V: Alternative Functional Forms
Logit Probit Weibull Cauchy Linear
Predicted e 1 3 o 1, 1
o —_ - = += A.
Probabilities 1+¢’ 4/2”5[36 av € ntan ) 2 NA
Dependent X . il o -
Variable InL_ x} F™*(X) In(=In(x)) tan|n(x -1/2)] X
Coefficient 4.87 5.60 3.16 8.58 0.65
of Variation
Skewness -0.57 -0.38 -0.47 -18.23 -0.08
Kurtosis 3.01 2.36 3.35 443.40 1.63
g-alofug] .056 (.009) .057 (.009) .062 (.009) .051 (.009) .060 (.009)
Oalolud] .054 (.009) .053 (.009) .048 (.008) .051 (.008) .050 (.008)
Notes: For the dichotomous 0-1 variables, léegote the probability index, so that the first quals the
probability of a 1. Inverting this function prodegcthe second stage dependent variable (y) axadomof the mean
sample outcome, as described in the second row. -Mot applicable, the linear model is not a jctetl probability
(between 0 and 1), but simply a linear regressioh.inverse cumulative standard normal. Coefficigvariation -
average second central moment (of the 2912 prodoauntry x survey probability indices for dichotous variables
divided by the absolute value of the mean; Skew&gs<artosis - average third and fourth central momsedivided
by the standard deviation raised to the third anudith power, respectively;/g[u;] = estimated value using
specification of column (4) in Table IV acrosspbducts (including the non-dichotomous In roomsighit and
height entered, in all specifications, as samplamag

Figure | below illustrates, graphically, the datalerlying the results reported above and
later in this paper. For each product x surveylwoation, | graph the country demeaned values

of the product consumption lev&lggainst the country demeaned values of the suymaf?

#IAgain, for the In variables (rooms, height andgh) this is simply the urban/rural weighted
regional average, whereas for the dichotomous agait is the urban/rural weighted logit (or faide)

of the regional mearn(x/(1-X)).

“In each figure, | drop the (usually 14) countrieswhich | have only one survey observation on the
product in question, as they play no role in edfiingetrends. The data of these surveys contritiuthe
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To benchmark product consumption levels to ove@isumption expenditure, | scale each
product measure so that the standard deviatiomeotduntry means equals the estimated PWT
standard deviation of consumption per equivalenttdd51 in Table Il above), so that the
vertical axis in the figures represents PWT-comipigraonsumption growtf Examining the
figure, it is immediately apparent that, acrossually all products, there is simply "too much”
movement relative to cross-sectional variationtipalarly for the African countries. Based
upon PWT and UN growth rates, a country (demeayeal) value of 5 should be associated with
observations below .05 for Africa, i.e. a negligilbhovement on the vertical scale of the graph.
This is clearly not the case, with most productsaghg robust growth. Either Africa is growing
much faster than indicated by standard internatisoiarces, or the cross-sectional standard
deviation is much lower than indicated by PWT (sat the vertical movement should be scaled
down). In sections V and VI below | extend my neetblogy to allow the separate estimation of
both the growth rate and the standard deviatiawkconSumption expenditure and, ultimately,
conclude that the discrepancy lies in growth. Alsbe seen, individuals with a strong prior that
the return to education is very low could, methodaally, scale my results and eliminate the
growth discrepancy, but only at the expense of ssijgg that the cross-sectional variation in
living standards is much smaller than indicatedPbyT.

Comparing the left and right hand panels for gadduct in Figure I, it is also apparent
that it is hard to find evidence that Africa is ging slower than other developing countries.

There are a few products in which African livingrstlards appear to be improving more slowly,

estimation of the cross-sectional standard deviadfocconsumption, here and later, and to the milera:
estimation of quasi-income elasticities and dempigiaeffects later in the paper.

“Thus, if y; is the country demeaned consumption measutieeyrountry mean consumption
measure, and[PWT] the PWT standard deviation of In real constiom | scale eachpby c[PWT]/

olyil.
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Country Demeaned Consumption Measures

Figure I: Product Level Consumption Growth
(Cross-Sectional Standard Deviation Normalized to PWT Levels)

Durables & Housing Conditions

Radio: ~Africa Radio: Africa Telephone: ~Africa Telephone: Africa
1 1 1 1
° vy
0.5 ) 2 0.5 0.5 0.5
e Mo L
° @ ° L")
of o0 q 3., . 8o
0 0 0 s ® o2 0 R Qe 0 < D
o o°®geo #P s“c. o og@ °
0 B o° . B
05 A 05 ' 05 e 05 e
°
1 1 1 1
10 5 0 5 10 10 5 0 5 10 10 5 0 5 10 10 5 0 5 10
Television: ~Africa Television: Africa Electricity: ~Africa Electricity: Africa
1 1 1 1
05 05 05
° °
©
PN o
) %
°
05 05
1 1 1
-10 10 5 0 5 10 10 5 0 5 10
Tap Water: ~Africa Tap Water: Africa
1 1 1
05 05 05
°
° o oo °
0 0 ‘,—‘!‘!‘)—‘f— 0
[ ! e .
®
05 05 05
1 1 1 1
10 5 0 5 10 10 5 0 5 10 10 5 0 5 10 10 5 0 5 10
Bicycle: ~Africa Bicycle: Africa Flush Toilet: ~Africa Flush Toilet: Africa
1 1 1 1
0.5 05 . 0.5 °‘ 05 q
° ) ° ° ° 9 ° °
° & .# o §oo 9.0 FPLY' ™Y
° "8.',} "g 'o.. M Chode ° 'S‘} i.'# ° 0 ‘o"ﬂ..' ° e
o8 & o > e oo o B
05 05 ° 05 -
°
1 1 1 1
-10 -5 0 5 10 -10 -5 0 5 10 -10 -5 0 5 10 -10 -5 0 5 10
Motorcycle: ~Africa Motorcycle: Africa Constructed Floor: ~Africa Constructed Floor: Africa
1 1 1 1
0.5
0
05
1 a1 1 1
10 5 0 5 10 ‘10 5 0 5 10 -10 5 0 5 10 10 5 0 5 10
Car: ~Africa Car: Africa In(Rooms/Capita): ~Africa In(Rooms/Capita): Africa
1 1 1 1
05 - 05 05 05
°
) ° 0.0 %2 o ° °
® o ° ° o % om ®
ot ageef % 0 . 0 g% o PP
S @ ° o © N ° ° ° °
o () ° o °
05 05 05 05
a 1 1 1
-10 5 0 5 10 -10 5 0 5 10 10 s 0 5 10 10 s 0 5 10

Country Demeaned Year

-28 -



Figure I: Continued

Children's Health

Countrv Demeaned Consumption Measures
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as well as a few products in which they appeartariproving more rapidly, but one would be
hard pressed to find any systematic difference eetvthe African and non-African panels.
Clearly, no amount of uniform scaling can elimintitis result. It is possible, however, that
there is heterogeneity in demand patterns, sdlteatertical movements in the African graphs
represent smaller underlying movements in real edipgre, as would be the case if African
income elasticities for these products were systieally larger. | explore the issue of
heterogeneity in sections VIl and VIl later in thaper. While demand patterns do vary
substantially across countries, they do not vary way that is systematically correlated with
these results, so that | find that, after allowiogheterogeneity in demand, African growth

remains comparable to that of the non-African depielg economies.

V. MethodslI: Incorporating Micro Correlations

Let the real demand by household h for product i@gion r in period t be described by
the equation:

@5 In@Q,.) =a,+n,In(Cy) + B X, +1,E0 +&,,
which is merely (4) earlier specified at the mibausehold level and augmented with a vector of
household demographic variabbég;, like household size and age composition, thdt shi
demand through the coefficienits The error term is now made up of two componehts,
influence of relative prices, whose effect, as axmd earlier, is proportional to the quasi-
income elasticity of demand, and a mean zero idiostic household preference shoag. ,
household real consumption expenditure per adatreasonably be thought of as being

proportional to permanent income per adult, whickurn is related to educational attainment:
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@6) In(Cy)=a, +In(Yz) In(Y ) =In(Y")+RE,
whereEy, is the average years of educational attainmeatiolt household membeR; is the

return to a year of education, amgy,; F) is education adjusted In regional real incoménaé t.

It follows that average regional In household congtion expenditure at time t is given by:
R} — R~E C
7 In(C}) =In(CF)+RE,
where E,, is mean household educational attainmentlag@ ) is education adjusted In

regional real expenditure per adfflt.

For each product, combine a number of househahd &irveys to estimate the equation

18) In(Qupi) =ap; B ReEp +Cp X + €y
where theays are a complete set of product specific regiame {or, equivalently, survey)
dummies. Regions, r, can be defined at any ldaaldllows consistent aggregation across time,
and, in my case, will consist of the urban andlraraas of each country. Clearly, the estimates
of by and ép, identified off of cross sectional variation withsurveys, will be unbiased, but the
dummies will capture all common product x regiotinxe components:

19 b=, € =8, 4,=a,+n,InC*)+n,e,
While the unconditional expectation 6fn , the influence of relative prices, is zero, itdalon
particular values within any particular productegion x time grouping and ends up being
incorporated into the constant term.

Finally, construct measures of In real regionalstonption expenditure at time t, as

implied by the consumption of a particular prodastthe sum of the product x region x time

**Clearly, there is no assumption that savings ratesqual across regions (asis incorporated in
C"), but there is the implicit assumption that sasingtes out of permanent income do not vary by
educational attainment. If they d&; has to be changed to reflect this.
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first stage dummy divided by the income elastioitglemand, plus the In real consumption

attributable to the separately estimated averagjemal educational attainment:

~

a. =
r TRE,

p

20) In(C?) =

prt

Weighted using the regional household populati@res) these measures produce a panel

dataset of country consumption expenditures, asuned by different product equations:

2D In(CY)= Y SIn(C})

idc(r)

where c(r) is the set of regions in country c (i amalysis, the urban and rural areas). These
measures can then be projected, in a random effaotd regression on product dummies, an
average international growth rate, and random tffegpturing the variation in international
growth rates and cross correlations in the ermon t&rought about by levels and trends in

relative prices:
ARy —

22 In(C)=a +glt+u +v O+v Ot+v t+u +u, +e,
The reader will recognize this as no more than egugl4)' earlier in section Ill divided by the
guasi-income elasticity of demand, which is nownested in the first stage regressions which
produce the estimates of the dependent varfabesymptotically

(23) é'p - ap /,7p 1 g - g 1 é\-[uc] = U[ln(CcR)]
where g is the average international growth rateaf consumption and[In(C)] is the

standard deviation of country real consumption egigere in the base year (2000), as described

by (5) earlier in section lll.

%As before, | find that the estimate of the varianteommon product group growth rates)(is
invariably insignificantly different from zero, $semove this effect from the final estimating etijoras
reported below.
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(a) Details and Extensions
A quick examination of equations (18) and (20)\a&breveals the obvious fact that the

estimated quasi-income elasticiﬁg,, is inversely related to the educational profildousehold

R
prt

income,Re, so thatin(C*), real regional x time consumption as defined mdpct p, is linear in
Re. It follows that all of the equations, up througid including the random effects panel
regression (22), used to estimate the growth arttlatd deviation of living standards, can be
estimated in terms of years of education (i.eirgeR: temporarily equal to 1) and the results
then multiplied by one's estimateR{ to arrive at income equivalent measures of grawth
variation. | highlight this fact so that the readan see that any disagreement with my estimate
of Re from the DHS data (.116, as shown later below)mmnresolved by simply scaling the
estimates and standard errors proportionately ésqreferred numbé?.

As in section I, in estimating (22) | add thestistep covariance matrix for the
dependent variablér,m(éfa), to the random effects covariance matrix in catng the
covariance matrix for the GLS maximum likelihoothis is not only justifiable
econometrically, as a means of improving the edficy of the estimates, but also, in more

pedestrian terms, makes the procedure somewhat fichof". Products where the estimated

relationship between relative incomes (educatio) @demand is statistically weak will have

2Eor this reason, | tre&: as "known" and do not incorporate the standamt @frits estimate in
calculating the standard error of the other cokffits reported below. Doing so, however, has a
negligible effect on the reported standard err@mce my estimate & is calculated independently of
the other coefficient estimates it is easily shakat the actual variance of each coefficiBrig given by:

Var (B) +[(B)* +Var (B)][Var (R.)/(R.)*]

whereVar (X) is the variance of the estimate of X, as repoiridte tables below. As

Var (R.)/(R.)? =.0017, and the coefficients of interest on growth areldtandard deviation of living
standards are on the order of about 5 to 10 tihis $tandard errors, adjustments along these lines
would multiply the reported standard errors bycdaof between 1.02 and 1.08.
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very large first step standard errors. In thisardgputting aside the random effects covariance
terms, the GLS likelihood will function like weigdd least squares, discounting the variation in
those observations. Consequently, randomly pickabchoice variables, such as the
household's favourite colour, whose associatioh véal incomes is dubious, will have little
effect on the estimates of real relative consummpgigpendituré’

The inclusion of the first-step covariance matdxln(éfd) in the second step GLS
likelihood raises an important technical stumblodgck. As shown in (20) abovm(éfn),
which is used to construln(CA;), is computed as the ratio of normally distribuadiables. In
calculating the distribution of non-linear functgoaf normal variables, it is customary to make
use of the "delta method", an application of thetia limit theorem. However, even the central
limit theorem has its limits. As the probabilityass around zero of the random variable in the
denominator increases, the central limit theoreeaks down, the most notable example of
which is the well known result that the ratio ofbtimdependent standard normal variables
follows a cauchy distribution, which doesn't evawédrany moments. To the degree that the
denominator in (20), the quasi-income elasticitffeds from zero, this is not a problem as,
asymptotically, the probability mass of the estimtlatoefficients around zero goes to zero.
However, for finite samples, or in the case of ppohosen variables whose correlation with real
incomes is spurious, the probability mass aroumd gan be large enough to make the delta
method calculation of the first step covariancermattterly inaccurate. | handle this problem

by using Monte Carlo techniques to estimate trst fitep covariance matrix m‘(é:n) 28 For

“However, the estimates are not protected fromihtasduced by the use of real variables, such as
race, which are strongly correlated with educatiod incomes but not subject to individual choice.

T be clear, | accept the standard maximum likelhestimates of the first step coefficients and
their covariances, as these are based upon 100008servations and do not involve ratios of ndema
But, in calculating the distribution of (20), | genate a million draws from the estimated joint rifigttion
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almost every single one of my results, the twdhoe¢ minimal exceptions being noted in
footnotes later, the effect is negligible, i.e. thsults are virtually identical to those arrived a
using the delta method covariance maffix.

Household survey data are collected in "clusters.'groups of households at particular
survey locations. This suggests the likelihoodarfelation across the error terms for
households in the same cluster which makes thesfiep covariance matrix inaccurate and the
coefficient estimates inefficient or, worse, biasé@ddress this problem in three ways. First, as
a baseline, I ignore the clustering in the firgppséstimation procedure, but calculate more
accurate "clustered" first step standard erronsgugie usual sandwich covariance estimator.
Second, | formally estimate first step cluster-leamdom effects regression and discrete choice
logit models. Third, to allow for the possibilitiyat the cluster errors are correlated with the

independent variables, | estimate cluster-leveldigffects model&,

of theays ando, in each product equation and then calculate thatreg mean and variance of the
ratios, to which | then add the covariance matfiRotimes the estimated mean educational attainment
by region.

“This is not to say that this problem is never gdimbe relevant. In considering alternative
examples, | find that when the t-statistic of tlemoiminator falls to about 2 the resulting estinudte
variance is 1000s of times larger than impliedH®ydelta method. | should note that in statisticabry
there has been little progress on distributionthisftype, beyond extending the Cauchy result tongo
that the distribution of the ratio of two correldteormals produces a distribution that takes dose
page of text to write down. Thus, analyticallyadhting the finite sample multivariate distributiof
(20) is not an option.

| should note that this problem does not invalidatestatement earlier above that the incorporatfon
the first step covariance matrix in the second kkefihood protects the estimates from "idiot" izdnles
which are not actually correlated with real incomés the probability mass of the estimated quasi-
income elasticity around zero grows, the estimdedte Carlo variance explodes to infinity (much
faster than indicated by the central limit approeiion) and, even though strictly speaking the taxyil
distribution is no longer normal, the inclusiontioé exploding covariance matrix in the GLS normal
likelihood places a vanishing weight on observatiomthat product group.

*For the dichotomous variables, | use Butler & Mii(1982) random effects specification,
modelling the random effect as normally distribused using Gauss-Hermite quadrature to integrate th
cluster joint logit probability, while for fixed &fcts | use Chamberlain's (1980) conditional logit
likelihood, implicitly differencing out the clustdixed effects (without actually estimating theny) b
evaluating the likelihood of a particular clusteit@dme conditional on overall cluster characterssti
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Each successive cluster level model | apply &tjstically speaking, found to be superior
to the one before, i.e. no random effects are tagjeia favour of significant random effects and
random effects (and their assumption of indepenrelémen the other regressors) are rejected in
favour of fixed effects. The large correlationeofors within clusters in the random effects
specification places greater weight on "within"stlr variation in educational attainment and
consumption levels, which the fixed effects speatiion completes by looking only within
clusters. This produces, empirically, smallerreates of the quasi-income elasticity of demand
and, by extension, greater estimates of the cexggogal and time series variation in living
standards. However, it is not clear these estisrate an improvement on those found ignoring
cluster level correlations. First, as one tundelwn to the cluster level, the noise to signabrati
in measures of household educational attainmess,rlsasing the coefficients towards zero.
Thus, it is not clear whether the smaller estimafeguasi-income elasticities of demand are
more accurate representations of reality. Seamodh of the correlation within clusters in
consumption represents, in fact, the outcome ofasehtfor communal infrastructure) that is
implicitly paid for through the cost of housing alattd. To this extent, one would clearly want
to identify the quasi-elasticity of demand usingween cluster, rather than within cluster,
variation. For these reasons, | treat estimatésowt adjustment for cluster random or fixed

effects as my baselirfié reporting the others as variations for the read=mmhsideration.

As for both logit and regression the regional dussmiannot be directly estimated with cluster fixed
effects, | employ a two-step procedure: firstireating the income elasticity and demographic
coefficients using cluster fixed effects, and thising these estimated coefficients as an offsetdluster
random effects specification where | calculaterdgonal product dummies. This is justified on the
obvious grounds that the cluster errors, withirigrg, are orthogonal to the regional means. The
standard errors of the regional dummies and tlwiaigance with the estimated income elasticity are
adjusted for the two-step procedure.

*1n this case, the correlation within clusters irflges the standard errors, which recognize that it
diminishes the effective size of the sample, bubisallowed to influence the coefficient estimates
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VI: Resultsll: The Standard Deviation & Growth Rate of Living Standards

(&) The Return to Human Capital

As a preliminary, | use DHS data on individualreags from work to calculate the return
to education. | focus on individuals 25 or oldehose education can be taken as completed,
reporting earnings from working for others (i.et fay family or self). | find earnings data of
this sort for adult women in 26 DHS surveys in ih-Saharan African and 10 other countries,
and for adult men in a sub-sample of 16 of theseeys in 11 sub-Saharan countries and 5 other
countries (see Appendix I). |run the typical M@én@n regression of In wages on educational
attainment, age, sex and regional contfols.

As shown in Table VI, the OLS estimate of the netio human capital is somewhat
sensitive to the number and level of regional adatr While column (1) includes the most basic
controls, a dummy variable for the nominal levelafges in each survey, column (2) includes
survey X rural/urban controls. Doubling the numbielocational controls in this fashion lowers
the return to a year of education from 11.5 to J&&ent. Adding random effects at the cluster
level (column 3) lowers the marginal return furthehile fixed effects at the cluster level
(column 4) bring it down to 9.5 percent. Thesalltsscan be rationalized by arguing that rich
people tend to live together in rich places, iegions and locales (such as urban centres) which
provide higher earnings for any given level of estian. As more detailed locational controls
are introduced, the return to education is increggiidentified from within locale differences in

educational attainment and incomes, rather thassamegional income differences. However, it

#Strictly speaking, in my modeRe refers to the education profile of In permanenbme. Under the
assumption that labour income provides the bestureaof this, and to produce a "global" Mincerian
regression that readers will find comparable t@p#ources, | restrict the analysis to earningsfro
working for others. As noted in a later footndisgader measures of income produce a somewhatrhighe
estimate oRe.
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Table VI: Ln Wage Regressions

) 2 3 4) 5)
survey survey & cluster cluster cluster fixed
dummies rural/urban random effects fixed effects effects (1V)
dummies

educ 11.47 (.154) 10.78 (.148) 10.40 (.127) 9.46 (.156) 11.60 (.477)
age 4.73 (.692) 4.68 (.675) 4.93 (.614) 4.81 (.701) 4.58 (.819)
age2 -0.05 (.009) -0.05 (.009) -0.05 (.008) -0.05 (.009) -0.04 (.0112)
sex -35.04 (1.95) -35.95 (1.91) -36.52 (1.52) -36.65 (1.70) -39.56 (1.99)

N 22996 22996 22996 22996 18418

Notes: Dependent variable = 100*In annualizedevagome of individuals 25 or older working for
others, so the coefficients can be read as derasgxpressed in percent. Educational attainnmehage measured
in years, while sex = 1 if female.

is also important to note that more detailed lazsdl controls increase the noise to signal ratio in
educational attainment, biasing the coefficientdo¥g zero. This is particularly relevant for the
estimates with cluster fixed effects, as these digsmmccount for 58 percent of the residual
(orthogonal to the individual controls) variationindividual educational attainment.

Column (5) of Table VI controls for the measuretremmor in individual educational
attainment by instrumenting it with the mean edwcat attainment of other adult members of
the same household, as well as their mean age,aamge@exX’ As shown, when instrumented,
the estimated return on human capital jumps to p&réent. When compared with the
coefficient for column (4), this suggests that noeesent error accounts for about .19 of the

residual variation in individual educational attaient in that specificatiotf. This would imply a

*The absolute values of the t-statistics of these ¥ariables in the first stage regression are, B4
6.2, and 13.4, respectively.

*As is well know, attenuation bias when one variabkmeasured with error is equal to S/(S+N),
where S is the orthogonal (to other regressorspsigariation and N is the noise variation. In the
sentence which follows, | multiply 1 minus thisicaimes the residual variance estimate (adjusted f
degrees of freedom) of the regression of E onetusted effects and the other individual level tots.
| should note that the sample of column (5) is &nabecause many individuals live in households
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measurement standard error of about 1.6, i.eathatit 36 percent of the wage reporting sample,
with mean educational attainment of 9.5 yeaisyer or understate their educational attainment
by 1.6 years or more. This is large, but by nomsemplausible. Adjusting the coefficient of
column (2) by this estimate of measurement errodypeces a point estimate of a "noise adjusted”
returr’® to education of 12.5 percent in that column. Woéempared with column (5)'s point
estimate, this indicates that while measuremeunt é&ra concern, there is also substantial
correlation, below the urban/rural level, betwemdfividual's incomes and the education-adjusted
income level of the locales they live in.

In what follows, | will take 11.6 percent as myntkvn" estimate oRe. Psacharopolous

without other adults, and hence cannot be instri@aenThe coefficient of column (4) using the saenpl
of column (5) (which is what | use to calculate #ignal to noise ratio) is 9.40.

*The wage reporting sample is considerably bettecaed than the average for the adult men and
women in the male & female survey modules from Whiee data come (5.0 years). Most of this
selection has to do with working for others, rattem working per se. Thus, the average educationa
attainment of adults who report they are workin§.&years, while the average educational attaihwfen
adults who report earnings data, whether workimgtfemselves or others, is 6.6 years. If | rehen t
analysis of Table VI using all individuals repogiaarnings from work (including, presumably, cdpita
income) | get education coefficients of 11.1 ar®ifér the specifications of columns (2) and (4)] 43.6
for the IV regression of column (5) (with an imglimeasurement standard error of 1.9). Thus, albroa
sample with a broader measure of income produbéghar estimate d®z and, hence, implies a greater
discrepancy between the DHS and international nmeasaf growth.

It would be nice to implement selectivity bias atjnents to correct for selection into employment.
Conceptually, these are difficult to implement magfully in a Beckerian framework in which family
economics is part of household demand, so thatitradl labour market selection instruments like
marital status and pregnancy are seen to be ctadeldth the relative productivity of the individua
the household and in the market. Nevertheles#p tohat is possible (with the DHS data), | have
proceeded blindly, augmenting the earnings equatitnseparate male and female selection equations,
including variables such as marital status, cunpeegnancy (of a woman or a man's partner), arldsbir
in the past year, estimating (in an MLE framewaparate correlations between the disturbance terms
for these male/female equations and the earningatieq. | consider two possible cases: (1) sielect
into participation/employment alone, whether wogkfor others or not (with the wage equation focgsin
only on those working for others, this being tasrrandom conditional on employment); (2) selection
into reporting wage earnings working for otherso¥ihg on the specification of column (2), which is
the easiest to implement in this framework, | fihdt the coefficient falls from 10.8 to 10.7 in first
case and rises to 12.1 in the second.

*Arrived at by calculating the estimated residualatson of E when regressed on the other controls
of column (2), subtracting the measurement errdemae noted above, and adjusting the estimated
coefficient for the implied attenuation bias.
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(1994) in his oft cited survey of Mincerian regiesis, finds an average marginal return of 13.4
percent in 7 studies of sub-Saharan Africa and 2149 studies of Latin America and the
Caribbean, regions which, together, make up 3#h@tountries in my sample. Thus, the
number | use is not particularly large or out oéimg with the existing literature. Readers who
have strong alternative priors can simply scalefalhe growth rates and standard deviations of
real expenditure reported below by the ratio ofrtpeeferred number to 11.6. However, as will
be seen, it would take an enormous reduction irestienated return to education, to about 3
percent, to bring the DHS-implied African growtlgdres in line with international estimates.
Moreover, such a reduction would simply shift thd®PWT discrepancy from growth to cross
sectional variation, producing a new puzzle, ad1hS data would then imply about 1/4 of the
cross-sectional variation in levels of expenditiggorted in PWT.

(b) First Step Estimates

Table VII below reports the coefficients on housdmean years of adult educational
attainment in product by product demand equatiestsmated with country x survey x
urban/rural dummies and household and individuaiagaphic controls, as listed in the notes to
the table. With the exception of In weight, heightl rooms per capita, the dependent variable
in each row is a 0/1 dichotomous variable and ¢#perted figures represent the coefficients in a
logit discrete choice model. The second and ttadmns of the table run the baseline
specification with cluster random and fixed effegthich, as noted earlier, tend to lower,
somewhat, the absolute value of the education icteit, while the last column reports the

baseline income elasticities, evaluated at the &ampan probability’

¥For the In variables (weight, height and sleepimmyms), the implied income elasticityfifRe, where
B is the coefficient. For the logit dichotomousiaates, the elasticity of the probability with regpto
real income iP(1-P)/R;, where P is the mean sample value (Table I).
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Table VII: Product Level Estimates of the Respaieséducational AttainmerlL
1) 2) (3) 4)
baseline cluster cluster baseline Y
random effects| fixed effects elasticity
Radio .153 (.001) .149 (.001) .134 (.001) 0.56
Television .236 (.001) .220 (.001) .192 (.001) 1.21
Refrigerator .253 (.001) .236 (.001) .202 (.001) 1.64
Bicycle .056 (.001) .077 (.001) .078 (.001) 0.34
Motorcycle .190 (.001) .200 (.001) .193 (.001) 1.47
Car .250 (.001) .234 (.001) .191 (.001) 2.01
Telephone .248 (.001) .227 (.001) .192 (.001) 1.77
Electricity .228 (.001) .235 (.002) .216 (.001) 0.93
Tap Drinking Water .076 (.001) .057 (.001) .046 (.001) 0.36
Flush Toilet .234 (.001) .224 (.002) .196 (.001) 1.37
Constructed Floor .210 (.001) .207 (.001) .185 (.001) 0.73
In(Rooms/Capita) .020 (.000) .015 (.000) .012 (.000) 0.17
In Weight .007 (.000) .006 (.000) .005 (.000) 0.06
In Height .002 (.000) .002 (.000) .001 (.000) 0.02
No Diarrhea .033 (.001) .032 (.001) .021 (.001) 0.06
No Fever .019 (.001) .019 (.001) .014 (.001) 0.05
No Cough .006 (.001) .008 (.001) .005 (.001) 0.02
Alive .059 (.002) .059 (.002) .046 (.002) 0.04
At School (6-14) .200 (.001) .171 (.001) .151 (.001) 0.50
At School (15-24) .148 (.001) .135 (.001) .111 (.001) 0.89
Working (15-24) -.032 (.002) -.037 (.002) -.042 (.003) -0.16
Working (25-49) .020 (.001) .028 (.001) .025 (.001) 0.08
Birth (15-24) -.012 (.001) -.012 (.001) -.007 (.002) -0.07
Birth (25-49) -.026 (.001) -.024 (.001) -.011 (.001) -0.19
Marriage (15-24) -.058 (.001) -.035 (.001) -.002 (.001) -0.28
Marriage (25-49) -.077 (.001) -.064 (.001) -.025 (.002) -0.04
Note: The reported number is the coefficistendard error) on household mean adult
educational attainment in years, with each equatiocluding a complete set of country x
survey X region (urban/rural) dummies and the feitg controls: (1) consumer durables &
housing: In number of persons in the household¢li#)iren's health: sex, In(1+age in monthg)
and In(1+age in months) squared (for all but heggtd weight, which are quite linear in
In(1+age)); (3) household economics: age and agared, as well as sex for education
attendance variables (all others refer to womeneloEach equation is estimated separately.

For our purposes, the main relevance of Tablasyiat it establishes that each of the
real consumption variables used in this paper g significantly and, generally, quite
substantially related to real income, as measuyegthrs of education. Across the different

specifications, only one coefficient (marriage otigg women with cluster fixed effects) is even
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close to being insignificant at the 1% level. Taseline income elasticities, coupled with the
standard deviation (s.d.) of mean household aduit&ion (4.5 years) and implied s.d. of
predicted incomes (4.5*.1%6.5), produce substantial variation in predictettomes. Thus, a
one s.d. movement in educational attainment praglade 28 percent higher relative probability
of owning a radio (mean value of .574 - see Tapdnt a In 69 percent higher probability of
having a flush toilet (.322). Given the early ag¢he subjects (0-35 months), children's weight
and height move relatively less, an average ofBlapercent, respectively, with a s.d.
movement in educational attainment, but are, neekss, very significantly correlated with
household incomes. The cumulative probabilitywo¥/s/al for the average 0 to 35 month year
old (mean value of .930) rises 2 percent with armmavement in predicted incomes, a small
apparent movement, but actually an implied falhwerage cumulative mortality from .07 to .05.
The probability children and youths are in schas#s 25 percent (mean value of .712) and 45
percent (.304) with a s.d. movement in incomes|enthie probability a young woman is
working (.416) or ever-married (.431) falls by &gent and 14 percent, respectively. The
income elasticities implied by the coefficientshe other columns can be arrived at by
multiplying column (4) by the ratio of each columnbefficient to that listed in column (1).

(c) The Growth and Standard Deviation of Real Consumption

Table VIII below presents second step estimateéseofrowth and standard deviation of
living standards using the baseline product lesgh®tes of income elasticities and product x
region x time constant terms, as described in@edtiabove, to produce the dependent variable.
In the top panel of the table, successive randdettsfare added, controlling for country level

correlations at the product and product group lewnel for growth rate correlations within
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Table VIII: DHS Estimates of the Growth and
Standard Deviation of Living Standards
Dependent variable = urban/rural weighted counteans
All products combined: i = & + g-a*t + ga*t + Uc + Vp*t + Vit + Uge + Use + Gt
O .035 (.006) .037 (.002) .038 (.006) .038 (.006)
Oa .032 (.005) .035 (.002) .033 (.005) .033 (.005)
ofud 743 (.073) 708 (.072) 714 (.072) 707 (.074)
ofupd .868 (.020) .872 (.020) .835 (.020)
ofv,] .019 (.003) .019 (.003)
o[vd] .015 (.002) .015 (.002)
olucd .280 (.042)
oled .888 (.014) .268 (.006) .241 (.006) .241 (.006)
By product group: pt = & + W + ga*t + ga*t + Uc + Vot + Vit + Upe + et
Consumer Housing Children's Family_
Durables Health Economics
O-a .046 (.010) .038 (.011) .033 (.006) .030 (.006)
Oa .055 (.010) .018 (.011) .034 (.006) .025 (.006)
olud] .743 (.090) 1.08 (.123) 578 (.068) 594 (.071)
o[upd .969 (.042) 1.01 (.053) .506 (.030) 763 (.035)
o[v,] .024 (.007) .017 (.006) .006 (.005) .010 (.005)
olvd .016 (.004) .027 (.005) .013 (.005) .014 (.003)
oleqd .221 (.009) .252 (.014) 274 (.018) 206 (.010)

countries and products. Cumulatively, these adjasts increase the estimated growth rates,
while lowering the estimated cross sectional vemnain living standards. They are clearly,
however, not crucial. Overall, the DHS data suggdsvel of cross sectional variation
consistent with that present in PWT measures ofwmption per capita or per equivalent adult
(between .65 and .68, in Table Il earlier), b #stimated DHS non-African growth rate is
close to double that recorded in PWT or UN sourasésle the sub-Saharan growth rate is about
3.5 times as large. The bottom panel of the tehleulates the same measures at the product
group level, showing that this basic pattern ispne in virtually all product group categories.

Sub-Saharan growth is somewhat lower in housirtgqagh still double the PWT growth rate)
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and the cross sectional variation is highest ihphaduct group, while consumer durables show
the highest growth rates. Overall, however, theespattern is reproduced in all areas as all
product groups suggest a level of cross secticar@tion broadly consistent with that in PWT,
but real consumption growth that is, at a minimdiyble that present in the PWT and UN
datasets. Sub-Saharan Africa is clearly not stagmébut rather growing at a rate close to that
of the non-African economies.

Table IX explores the sensitivity of the resutisrarious econometric techniques and
functional form assumptions. To begin, in thetfaslumn | present results where the covariance
matrix of the estimated dependent variables isnaatrporated in the second step GLS
likelihood. As shown, this dramatically raisestbtite growth and standard deviation as the
procedure no longer corrects for the fact that mafdhe cross sectional and time series
variation in the dependent variable comes frometiner in the first step estimates, particularly in
the estimate of the income elasticity, which praucorrelated expansions and contractions of
the dependent variables. Turning to the secondlardicolumns, these incorporate cluster level
random and fixed effects in the first step equatiosed to produce the dependent variable. With
somewhat smaller estimated income elasticitiegwemnage, they expand the overall variation in
the sample, producing somewhat higher estimatéseafrowth rate and standard deviation than
the comparable numbers in the upper-right handlpriable VII1.3® Continuing, the

remaining four columns of the table use differemtctional forms (as described earlier in section

Fithout the covariance adjustment, the random &ffspecification indicates non-African and
African growth rates of .055 (.019) and .078 (.QX83pectively, while the fixed effects specifioati
produces the numbers .086 (.033) and .132 (.0BAis illustrates the importance of incorporating th
first step estimate of the covariance of the depehdariables into the MLE likelihood. | shouldal
note that because of the lower t-statistics ofittexl effects specification, this is one of the feases
where the use of the Monte Carlo techniques tonaséi the mean and covariance of the ratios ofitie f
step variables (as discussed in the precedingsgdtas any effect on the estimates. Using thia del
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Table IX: Sensitivity Tests

ypct = 8p + U + g~A*t + gA*t + Uc + Vp*t + Vc*t + upc + Usc + %ct

. first step logit . aternative first step function forms
for dichotomous variables
2nd step 1st step 1st step
w/out cluster cluster . . .
1st step random fixed Probit Weibull Cauchy Linear
covariance effects effects
O-aA .047 (.019) | .047 (.006) | .044 (.008) | .037 (.005) | .039 (.005) | .046 (.007) | .037 (.005)
Oa .072 (.018) | .042 (.006) | .036 (.007) | .032 (.005) | .029 (.005) | .041 (.007) | .029 (.005)
ofud | .926 (.120) | .886 (.095) | .752 (.086) | .675(.071) | .675(.071) | .965 (.106) | .655 (.069)

Note: each specification includes the futlafeerror terms (Y, Ve, We Use &) as in the upper right panel of
Table VIII, but only g& o[ug] are reported.

IV) in the calculation of the first step estimaté&he results are remarkably similar, with the
exception of the cauchy which increases the redathange associated with differences and
movements in the tails of the distribution, proshgcabout a 1/3 increase in the estimated growth
rate and standard deviation of consumpfion.

In sum, using an estimated educational incomalpr@®:) of .116, | find that the
discrepancy between the DHS and the PWT appedes ¢oncentrated in growth, with the DHS
indicating 3.8 and 3.3 percent average growth alfcensumption in the non-African and sub-
Saharan economies, respectively, as compared ththe 2.2 and 0.9 to 1.0 percentage growth

for these country groups indicated in PWT and UNrses?® The cross sectional standard

method to estimate the covariance matrix, the @effits in the third column of the table are .04008),
.038 (.007), and .827 (.091).

*Relative to the logit, probit and weibull, the cayhas dramatically thicker tails. Hence, any give
difference or movement in the mean value of a remdariable in the tails (e.g. a change in the mean
ownership of cars from .05 to .1) is associateth @imuch greater movement in the index (relative to
movements around a mean value of .5).

“9) should re-emphasize that my calculation of PWUR growth rates, earlier in Table IlI, are based
upon the same country x year sample as the DH®8seTfigures do not represent the growth of all
African and non-African economies in those data.set
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deviation of real consumption in PWT and the DHS3leout .7, is comparable. These patterns
are, broadly speaking, present across all produzgsoups within the DHS data and are robust
to the use of alternative functional forms or eqoetric specifications. A lower educational
income profile would lower my estimates of growththhe DHS, but would introduce an
alternative paradox, as the DHS would now indicateh less cross-sectional variation in
consumption expenditure than the PWT. More implyaadjustments oRe will not change

the fact that, in stark contrast to typical croasional data sources, in the DHS sub-Saharan
African growth in recent decades appears to beaonvjih that experienced by the non-African
economies.

Clearly, the only way to reconcile the DHS movetsen African consumption levels,
which are similar to those experienced by the némcan economies (as shown earlier in Figure
1), with the comparatively minimal African consungst growth reported in cross-national data
sources is to introduce some form of heterogeneitiemand, allowing for the possibility that
the income elasticities of demand, for the productee DHS, are much stronger in Africa than
elsewhere. To this end, in the next section Irekt®my methodology to allow for local variation
in patterns of demand and the return to humanaapits will be seen, with this extension, | am
no longer able to compare country consumption fegekalculate, meaningfully, the standard
deviation of international living standards. Howeuvhe growth measures become, in a sense,
more precise, as they are now calculated with Ideatand patterns. Thus, the "heterogeneous
demand" approach provides an important robustrtesskoon the principal, growth related,

results of this paper.
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VII: Methods!ll: Heterogeneous Demand

There is likely to be substantial variation acrosantries in the relationship between
total consumption expenditure, product level constion, and measurable outcomes. Two
obvious examples are the demand for tap water (a#pg upon its cleanliness) and the
relationship between nutrition and childhood weighdl height (depending upon genetics). The
random effects of earlier sections try to contavlthese, by estimating the degree to which
consumption levels are correlated within produa product groups in a country, but not across
all products in that country. These change thatired weight placed on repeated observations of
a product across surveys in estimating levels aodth rates. These adjustments are adequate
if heterogeneity manifests itself as a permanargllehange in demand patterns, as motivated by
the relative price effects of equation (6)' earliér this section | expand the treatment of
heterogeneity to explicitly allow for different degraphic and, especially, income effects on
demand. This is purchased at some cost. Theifygmglassumption of common international
guasi-income elasticities of demand, used to et@lcansumption levels in previous sections,
allowed the estimation of both growth rates andtiet levels of living standards, much as the
use of a common fixed set of international prices/€ight local expenditure allows the
estimation of the same in data sets such as PWhilaBy, allowing income elasticities of
demand to vary country by country is akin to weilgtpiocal expenditure using fixed country
price weights, like the constant price nationaloagts, allowing for the international comparison
of the growth rates, but not the levels, of livetgndards. As the principal conflict of this paper
with standard sources centres on growth ratesnancelative levels, this restriction is not too
onerous and allows me to establish that the mgsbritant results persist when due cognizance

is made of local demand patterns.
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Consider estimating the demand equation (18)erartiuntry by country:

24) N(Quee) = e + BEREE +C5' Xyt + B
where the superscript ¢ highlights the fact thatgbhasi-income elasticities and demographic
controls are estimated country by country, whike iéturn to education is a country-specific
"known" measure. As before, the regional (urhamaly x time (survey) product dummies can
be divided by the estimated income elasticity asdied to the real consumption attributable to
mean education levels to produce product level ogtgpecific measures of real consumption
expenditure, which are then weighted by urban/mpoglulation shares to produce country-level

measures:

@9 I(Cx)= i +RE, nléx)= Tsim(e)

p

These country-specific measures, for an internatipanel, can then be projected in the random
effects regression:

(26) In(éj;): a, tg*t+v *t+v *t+e,
The product dummiesy) are calculated at the product x country levepliekly recognizing
that local factors influence the level of produetrhnd. Contrasted with the comparable
equation, (22), in section V earlier, one seesttiede terms substitute for the global product
dummies &), product x country random effects,d) and country random effects). While
consumption levels are not comparable, the groatéh of country specific consumption is
translated, via the local income elasticity, inbtomparable income equivalents, so a common
international growth ratg can be calculated. Country and product levelatiem in growth

rates is accounted for by the random effegtandyv,. The stronger these are, the less relative
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weight is placed on countries or products withrgédanumber of intertemporal observations in
calculating the average growth rate

As before, it should be apparent that the enstemation procedure is linear R,
provided the same measure is used for all couritrieguations (24) and (26). As | do not have
income data for each and every one of the inditidoantries in my sample, | estimate (in the
next section) separate African and non-Africannreguo education, using the data for the
available countries. |then run equation (24)dach country, applying either the African or
non-AfricanRg, and (26) for the African and non-African coundgria groups. Consequently, as
before, in considering my estimates of the growaties of the African and non-African countries,
the reader is free to simply modify my estimateolgh rates by the ratio of his/her preferred
estimate of the return to education to the Afriaad non-African numbers that | take as

"known".

VIII. ResultslIl: Growth using Local Income Elasticities

As a preliminary, Table X below runs separate Miman regressions for the African and
non-African countries of In earnings from workirgy bthers on education and demographic
characteristics following the specifications ddsed in Table VI and Section VI earlier. As can
be seen, the return to education appears to berigAfrica in all formulations. As before, |
instrument with the educational attainment of otinausehold members to control for
measurement error, which becomes an increasinglyuseconcern as additional local fixed
effects are added. Comparing the last two coluofitise table, the proportional attenuation bias
from measurement error appears to be roughly time $ar the two groups of countries, with an

implied measurement standard error of 1.5 in baties. | take the 1V specification, with an
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Table X: Ln Wage Regressions by Region

) &) 3 4 ®)
survey survey & cluster cluster cluster fixed
dummies rural/urban random effects fixed effects effects (IV)
dummies
educ 14.00 (.281) 12.89 (.276) 12.35 (.237) 11.28 (.295) 13.86 (.944)
© age 6.38 (1.24) 6.40 (1.20) 6.37 (1.07) 5.32 (1.26) 5.13 (1.54)
Q age2 -0.06 (.016) -0.06 (.016) -0.06 (.014) -0.05 (.017) -0.04 (.020)
i;‘: se» -4.27 (3.75 -5.58 (3.66 -6.27 (258) -6.10 (2.99 -3.02 (3.81
N 8041 8041 8041 8041 5897
educ 10.27 (.176) 9.80 (.169) 9.52 (.148) 8.67 (.179) 10.33 (.534)
« age 4.23 (.795) 4.17 (.791) 4.62 (.746) 5.11 (.830) 4.97 (.953)
£ age2 -0.04 (.0112) -0.04 (.0112) -0.05 (.010) -0.05 (.011) -0.05 (.013)
"<If se» -54.8 (1.91 -55.4(1.91 -55.3 (1.86 -53.9 (2.04 -55.5(2.31
N 1495t 1495¢ 1495t 1495¢ 12521
For notes and details on variable constructen®able VI and Appendix I.
Table XI: Cross-Country Heterogeneity of LogitRegression
Coefficients on Household Educational Attainment
Mean Standard Mean Standard
Country Dev. of N Country Dev. of N
Coefficient Coef. Coefficient Coef.
Radio .162 (.006) | .043 (.004) | 55 | Electricity .235(.012) | .084 (.009) | 53
Television .252 (.009) | .063 (.006) | 55 | Tap Water .091 (.009) | .066 (.007) | 55
Refrigerator .264 (.009) | .067 (.007) | 54 | Flush Toilet .248 (.008) | .058 (.006) | 53
Bicycle .059 (.010) | .071(.007) | 55 | Cons. Floor .205 (.010) | .071(.007) | 54
Motorcycle .161 (.012) | .086 (.009) | 55 | In(Rms/Capita) .016 (.002) | .012(.001) | 50
Car .244 (.008) | .057 (.006) | 53
Telephone .270 (.010) | .072(.008) | 52 | At School (6-14) | .208 (.009) | .066 (.007) | 56
At School (15-24)| .163 (.009) | .068 (.007) | 55
In Weight .007 (.000) | .002 (.000) | 51 | Working (15-24) | -.009 (.007)| .044 (.005) | 49
In Height .002 (.000) | .001(.000) | 51 | Working (25-49) | .052(.010) | .067 (.007) | 49
No Diarrhea .035 (.004) | .023(.003) | 55 | Birth (15-24) -.014 (.003) | .014 (.003) | 56
No Fever .020 (.003) | .019(.003) | 55 | Birth (25-49) -.033 (.004) | .023(.003) | 56
No Cough .005 (.003) | .023(.003) | 55 | Marriage (15-24) | -.050 (.007) | .050 (.005) | 56
Alive .057 (.005) | .030(.004) | 56 | Marriage (25-49) | -.089 (.008) | .058 (.006) | 56

Notes: N = # of country-level estimating equasio Numbers in parentheses are standard erroesan sind
standard deviation estimated taking into accouatl§t step standard errors of the coefficientsauséhold
educational attainment, as described in the text.
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estimated return to education of .1386 in Africd al033 outside of Africa, as the basis for the
analysis further belo#”

Table XI describes the strong heterogeneity aarosstries in demand patterns. Taking
the estimated demand response of each productdn hwisehold educational attainment in
each country as data, | regress these dependégibiesron a constant, incorporating the first
step covariance matrix in the likelihood, as déssdtiearlier in section Ill. The coefficients
reported in the table are that of the constant (noeantry coefficient) and the standard error of
the regression (standard deviation of the coeffi}i& As can be seen, the standard deviations
are very large relative to the mean values of tedfcients, reflecting the degree of
heterogeneity. To cite just one example, whiledémand for tap water is strongly positively
associated with educational attainment in the waslé whole (mean coefficient = .091), it is
very strongly negatively associated with educatiat@inment in the Dominican Republic
(coef. = -.10), where tap water is known to be dietjly contaminated.

Turning to growth measures, Table Xl presentassp estimates of growth in the
African and non-African economies based on equdféi in Section VII. It is immediately
apparent that the considerable heterogeneity iraddrpatterns described above has little effect

on the results. Focusing on the baseline logmidation, African growth is now seen to be

“As shown in the table, women appear to face agibtgidiscount in the labour market in sub-
Saharan Africa. This is a place where selectiviis is likely to play a major role and, indeed,
adjustments along this dimension yield the experedits. When | estimate the wage equation
formulation of column (2) jointly with a labour pgiipation equation using marital and pregnanciusta
as independent determinants of participation (asriteed in the footnote associated with selectibigs
in Table VI), the woman's discount rises to 29%.irica, while remaining at 59% for the non-African
economies. However, as before, the educationahiecprofile, at 13.5 and 9.8 within and outside
Africa, respectively, is largely unchanged.

““These are not, exactly, the means and standardtides of the dependent variables, as the constant
term is adjusted for weighting based upon the piegciof each estimate and the standard error of the
regression is reduced by the MLE's recognition pizat of the variation in the dependent variabdes i
simple estimation error.
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Table XlI: Growth Measures Based on Local Demaatties

Ypct = Ge + G+ Vit + VIt + g

Baseline Loait 1st step cluster 1st step cluster 2nd step w/out
9 random effects fixed effects 1st step covariance
O-a .034 (.005) .042 (.006) .053 (.008) .047 (.034)
Oa .038 (.005) .042 (.007) .048 (.009) .166 (.060)
Probit Weibull Cauchy Linear
O-a .033 (.005) .032 (.005) .040 (.006) .036 (.006)
Oa .036 (.005) .034 (.004) .044 (.007) .031 (.004)

Note: African and non-African growth rates esited in separate equations, each containing adubf product
x country dummies and random effects for regiomatipct and country level variation in growth rafesé& v.).

somewhat higher than previously estimated in Ta&lie(.038 vs .033) and non-African growth
somewhat lower (.034 vs. .038). This, howeveenisrely due to the use of a higher for

Africa and a loweRg for the non-African economies in this section. ta commorke of .116,
as used previously, the growth rates are virtudiytical to those estimated earlier. As before,
estimates with random and fixed effects yield sohevinigher growth rates, estimates without
adjustment for the 1st step covariance are extirganyland nonsensical (methodologically and
practically), and alternative functional forms viaimilar numbers with, once again, the cauchy
producing the highest estimates of gro&&Hrhere is, without a doubt, considerable

heterogeneity across countries in demand pattgrsisas there is considerable heterogeneity in

“3As noted earlier in section IlI, this one of thev/feases where use of Monte Carlo techniques to
estimate the mean and variance of the dependeaabla(calculated as a ratio of multivariate norshal
yields different results than those arrived at bing the (inaccurate) delta method. With deltahmet
means and covariances, the growth rates for Isichister fixed effects are .048 (.007) and .0867%)
for the non-African and African economies, respaddti, while the growth rates for the baseline witho
1st step covariance are .082 (.119) and .018 (.0BB% latter case is particularly interesting,chese the
baseline calculations with the covariance matretuded (the upper left-hand panel of the table) are
identical with the Monte Carlo and delta methodar@ance matrices. Without the covariance mathig, t
wild mean values of equations estimated, in thegictsd sample country-level equations, with little
accuracy dominate the estimates. With the coveeiamatrix implicit weighting, of either method, fee
play no role.

-52 -



prices, but this averages out completely, and daslimainate the surprisingly high growth,

particularly for sub-Saharan Africa, indicated hg DHS data.

IX. Inequality: ThelLn of the Mean and the Mean of theLn

A conceptual difference in measurement, associatgdinequality, explains part of the
difference between my DHS based estimates and tifdee PWT. Conventional measures of
real living standards calculate the average consomper capita, i.e. total aggregate real
consumption divided by the number of persons onadgnt adults. When the growth and cross-
national dispersion of these measures is examthedn is usually taken, so they may
reasonably be termed thim of the mean". In my use of the DHS data to poadestimates of
real living standards, | calculate the In incomaieglent of constant terms estimated in
household demand functions which are linear imtome (proxied by years of education).
These In income equivalent constant terms aredggregated using regional weights. Thus, my
procedure can reasonably be described as estimhgrignean of the In".

From Jensen's inequality, we all know that themadahe In is less than the In of the
mean. What is more relevant, however, is thagtyeis related to the degree of dispersion of
the random variable; in our case, the dispersiaeafconsumption. To make things concrete
consider, the case where In household real expeedier adult, IrCY), is In normally

distributed with meap and standard deviatian In this case we have the well known result:

(27) EIn(C)]=x In[E(C)] = u+.50°
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While (27) is exactly correct if real expenditusdn normally distributed, it is also true as a
(surprisingly accurate) second order approximafiwrany distribution of living standard8.
More generally, as many readers are no doubt awealifference between the In of the mean
and the mean of the log is none other than Thei'an log deviation index of inequality. Thus,
it is fair to say that conventional measures ahlivstandards, such as the PWT, are actually a
mixture of the average of In real living standaadsl the dispersion, or inequality, of the same.
It is quite easy to develop In of the mean eqentDHS consumption measures using
the estimates presented in previous sectionsampproduct level measure of In real regional
consumption, estimated using common internationakgincome elasticities (equation (20)
above) or using heterogeneous country specific ddmatterns (equation (25) above), mean of
the In and In of the mean country measures caraloaelated by either weighting the In measure

or the exponential of the In measure:

(28) E[In(C:)]= ¥ SIn(C}) In[E(In(C;;))]:|n(25|eln<ér;nj

i0r(c) i0r(c)
These measures can then be projected in a randeatsefegression to produce estimates of the
growth and cross-national standard deviation df@geasumption, as described in previous

sections®?

“Thus, take the variable x distributed with mgaend variance®>. Using a second order
approximation:

E(e)Ce' + 50 sothat In[E(e)]C u+In(l+50°%) C u+ 50°

where the last approximation followsaf is small. The distribution of household educaiattainment
in the DHS data is horribly left skewed and bounftech below by 0, i.e. by no means normal.
Nevertheless, when | calculate In mean househcluhie, i.e. In[E(exp(.116*B], using the
approximation listed above and using the actuatidigion of educational attainment, | get virtyall
identical numbers.

“*As specified, (28) assumes there is no variatidn expenditure within urban/rural regions. In a
separate paper | expand the methodology to alleveditculation of within region inequality (across
clusters and within clusters), allowing for a fultkescription of overall levels of inequality. Rbe
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Table Xlll: DHS Estimates of the Mean of the Lrdahe Ln of the Mean

Country Level Urban Rural

In[E(C)] E[In(C)] E[In(C)] E[In(C)]

O-a .034 (.005) .038 (.006) .023 (.005) .042 (.006)

Homogeneous
Demand Oa .032 (.005) .033 (.005) .026 (.005) .033 (.006)
olug] .671 (.070) .707 (.074) 495 (.055) .640 (.069)

Heterogeneous g-a .031 (.005) .034 (.005) .022 (.004) .035 (.006)
Demand da .035 (.005) | .038(.005) | .028(.005) | .037 (.005)

Notes: Homogeneous demand follow the specificatfdine upper right hand panel of
Table VI Yoot = 8 + ga*t + ga*t + U + Vp*t + V't + U + Use + 6. Heterogeneous
demand follow the specification of Table Xllycy= 8 + g*t + Vp*t + V't + ey In the
case of heterogenous demand, the equations ameagsti separately for the African and
non-African economies.

Table XIII above compares estimates of the graavith standard deviation of living
standards based upon the In of the mean and the of¢lae In. In the upper panel, | use the
specification of section VI earlier, with commonemational demand coefficients, to estimate
both the growth rate and the cross-national stahdaviation of consumption expenditure. The
first column presents In of the mean estimatesPWE equivalent measure, while the second
column reproduces the mean of In estimates of Tdblesarlier. As can be seen, moving to
the standard measurement concept lowers the estrgabwth rates, particularly for the non-
African economies. The principal force behind dhifference is presented in the third and fourth
columns of the table, which calculate separate noééme In growth rates for urban and rural

areas?® As can be seen, rural growth is much more rafitken the relative poverty of rural

purposes of moving the DHS growth rates towards Ph@éWwever, the main effect revolves around the
simple gross differences between the urban/ruranséighlighted above.

“In this case the dependent variable is simply thamor rural estimates of product level real
consumptionin(Y ;) without any need for urban/rural weighting.
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areas’’ this implies a reduction in inequality, and, herstewer In of the mean measures of
growth*® The lower panel of the table uses the heterogen@ocal coefficients) demand model
of section VIII and finds, again, that the movemientne PWT concept lowers growth rates.

With local demand coefficients, the non-African\gtb rate of 3.1 percent is within striking
distance of the 1.7 - 2.2 percent per annum sugdédst international sources, but African

growth, despite the downward adjustment to 3.5g@rgemains an eye-opening three and a half

to four times the .9 to 1.0 percent indicated byTPadd UN sources.

X. Conclusion

Figures Il and Ill summarize the points of agrertrand disagreement between the DHS
and the PWT. Figure Il begins by graphing thenestes of relative country consumption
expenditure levels in the year 2000 suggested éwib datasets. Clearly, although the two
estimates often differ substantially, they are higiorrelated. In both datasets, the African
economies make up most of the countries in thegsdower-left hand quadrant of the figure and
very few of the countries in the rich upper-righhld quadrant. A dummy variable for Africa's

relative poverty has a value (s.e.) of -.677 (.16@he PWT and a somewhat worse, but not

| can estimate the average urban-rural gap by ngrihie random effects equation of the table using
the differenced urban-rural product level consumptneasures, (20) earlier, as the dependent variabl
and treating the product constany) @s a random effect, to allow the estimation obanmon constant. |
find the average urban-rural gap to be .797 (.b4@ide of Africa and 1.028 (.139) in sub-Saharan
Africa.

“*The adjustment for inequality also lowers the crossonal standard deviation of incomes, reflecting
the fact that inequality is found to be greatep@orer countries. As noted in the footnote abbve,
explore these issues more fully in a separate paper

“For the DHS, | run the specification of the In loé tmean consumption in the upper-left hand panel
of Table XllI, but with a fixed effects calculatiari country dummiesu Similarly, the PWT use a fixed
effects version of the equation in Table Il fordonsumption per equivalent adult. The data piaitte
the figure are the demeaned fixed effects.
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Figure Il: Relative Real Consumption
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significantly different value, of -.901 (.145) ineé DHS>® The DHS point estimate (s.e.) of the
overall standard deviation of In mean country comstion, at .671 (.070), is virtually identical

to the PWT figure of .651 (.063J. In regards to levels of consumption, the DHS BKT are

in broad agreement.

**Estimated by augmenting the country random effesgjsessions of the second column of Table Il
and the upper left-hand panel of Table XlII witdwammy variable for the relative level of African

consumption in the base year.

®1See Tables XIlIl and Il earlier. The random eféecalculation of the standard deviation gfru
those tables, the fixed effects specifications usesbtimate the dummies for Figure Il, and thelcsn
effects with African dummies used to derive thenpeistimates reported above are all, in essenoéasi
calculations. As noted in section Ill, if one wai proceed sequentially, by first estimating ¢oun
fixed effects and then using these to calculatardsrd deviation or the relative poverty of Afficae
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Figure 11l highlights the substantial inconsistgnia growth rates, between the data of
the PWT and the DHS. The various panels projecttuntry demeaned dummies (level
estimates) for each country x survey time periagiregd the country demeaned year. This is the
variation that identifies the growth rates estirdatéth each data sourcé.In the upper panel,
we see that although the PWT suggest slower growtbn sub-Saharan African countries than
is indicated by the DHS, there is enough disperaimond the mean growth, i.e. uncertainty
about the estimates, to make the reported differemémpressivé® Turning to the lower panel,
however, we see that sub-Saharan growth in PWe&gtgible, while in the DHS data it is
strong, clearly significant and on par with thagégent in non-African countries. There is simply
too much of an upward trend in the measured consampf the DHS sub-Saharan countries to
be consistent with the utter stagnation impliedh®/PWT, and other cross-national, data for the
region. African consumption is growing faster tltaoss-national data sources, drawing on a
mixture of country national accounts reports anth@cextrapolations and interpolations,

indicate.

should, to be formally correct, incorporate ea@p'stcovariance matrix into the GLS of the nexp ste
and, eventually, calculate complicated three-stapdard errors. However, for the reader's infoionat
the standard deviation of the fixed effects dumnmdsigure Il are .704 (DHS) and .656 (PWT) and the
differences in the average of the African and ndrieAn dummies are -.911 (DHS) and -.680 (PWT), i.e
virtually identical to the estimates reported above

*For PWT, the country x survey time period dummgiisply the reported data. For the DHS, | run
the specification y = g + W + Vp*t + Uy + Use + 6t (the regional time trend and country growth random
effects are no longer identified), estimating theas fixed effects. In the figure, | remove the 14
countries with only one (time period) observatias the residuals are automatically zero for bagh th
DHS & PWT. The lines drawn in the panels are thogaied by the African and non-African growth
estimates of the upper left hand panel of Tablé &iid the second column of Table Ill. Those
regressions, of course, include additional tremdloan effects and, in the case of the DHS, the siage
covariance matrix in the GLS, so the regressiogsliare not simply the demeaned y variable projected
against the demeaned x variable; but, as the reatesee, they are reasonably close to what thatwo
be.

**To be consistent with Figure II, | use the homogsn@lobal) demand equations of section V and
VI. As noted earlier, the heterogenous (local) dedmodel of sections VII and VIII produces lower
DHS estimates of growth for the non-African couggribringing them more in line with PWT and the
UN.
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Demographic and Health Survey data on the consgampft consumer durables and
housing, children's health and mortality, the sdingoof youth and the allocation of women's
time between marriage & childbirth and market agtjundicate that since 1990 real material
consumption in sub-Saharan Africa has been risiggrate three and half to four times that
recorded by international data sources such aBWE and UN, and on par with the growth
taking place in other regions of the world. Thlsimiraculous achievement, given that the very
real ravages of the AIDS epidemic have deprivedlfesnof prime working age adults, burdened
them with medical and funeral expenses, orphaneid $bhool age children and directly and
adversely affected the health of their infants.dAmt, the overall health and mortality of
children is improving, their school attendancessg, and family consumption of a variety of
material goods is growing at a rapid rate. Ndistanding these heartening trends, it is
important to keep in mind that the DHS data alsbdate that Africa is much poorer than other
developing countries, with levels of In consumpt@hpercent lower than those enjoyed by the
other developing countries in the DHS sample. dHats tragic difficulties, sub-Saharan Africa
is not being left further behind by the rest of therld. It remains, nevertheless, very much

behind.
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XII: Appendix I: Demographic and Health Survey Data

Table Al below lists the DHS surveys used in thpgn. The DHS survey codes
corresponding to the living standard variablegtish Table | above are ("hv" variables come
from the household file, all others from the worsdité):

Radio (hv207), television (hv208), refrigerator 209), bicycle (hv210), motorcycle
(hv211), car (hv212), telephone (hv221), eleclyiditv206), tap drinking water (hv201),
flush toilet (hv205), constructed floor (hv213kaping rooms (hv216), weight (hw2),
height (hw3), diarrhea (h11), fever (h22), cougBil(fy alive (b5), attending school (hv121
or hv110 if unavailable), working (v714), gave bigast year (v209), ever married (v502).

All "don't know" or "missing"” responses are dropienn the sample. Some variables are
recoded into broad dichotomous 0/1 categoriesy optrect survey anomalies and differences,
as follows:

Constructed floor: hv213 <= 13 (dirt/sand/dung), otherwise (cement/wood/tiles/etc) =
1; Chad 2004 hv213 = 12 (palms/weaves) coded Barigladesh combines bamboo/earth
as a single "natural floor" category, which | c@$e0. Flush toilet (including septic tanks):
hv205 < 21 = 1 (private/shared distinction not endal across surveys, and not used),
otherwise (pit/latrine/bush/etc) = 0; Benin 1996gd 1998 and Indonesia 2002 removed
(emphasis on private/public and covered/uncovered]ear "flush” distinction in
guestion); Brazil 1991 & 1996 DHS coding confuspidis(coded as toilets, septic tanks as
latrines) & recoded using survey documentation; Baaia 2000 recode latrines connected
to septic tanks or sewers as septic tanks. Taidg water: hv201 < 21 = 1 (tapped or
piped, distinction about location in or out of Emice not consistent across surveys and
not used), otherwise (well/stream/lake/etc) = OB 1994 "neighbour” defined as piped
or unspecified (DHS codes 13 and 14), recode uifgzkas not tap or piped (my code 0).
Diarrhea, fever and cough in past 2 weeks: yewenssl or 2 coded as 0 (DHS extra
distinction between past 24 hours and past 2 weeksniversal across surveys and not
used), 0 (no) coded as 1. Gave birth past yearnomore births coded as 1, none coded
as 0. Marital status: currently and formerly abds 1, never coded as O.

Conditioning/demographic variables (see Table ¥iB constructed as follows:
Ln number of household members (number of hvidxskbold records); young children's
sex (b4) and age in months (v008-b3); youth's kekd4) and age (hv105); married

women's age (v012).

Because of changes in the coverage of DHS survestigmnaires over time, samples are
restricted to generate consistent samples, as®wilo

Children's health variables: children aged 35 mewthess (i.e. born within 35 months of
the survey). Women'’s fertility and work variablesurrently married women only.
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Table Al: DHS and Associated Surveys Used in tugelP
Benin 1996*, 2001, 2006 Bolivia 1994*, 1998*, 2003
Burkina Faso 1992, 1998, 2003 Brazil 1991, 1996
Cameroon 1991, 1998, 2004 Colombia 1990, 1995*, 2000, 2005
Cen. Af. Rep. 1994+ Dom. Rep. 1991, 1996%*, 1999, 2002
Chad 1996*, 2004 Guatemala 1995%, 1998*
Comoros 1996* Guyana 2005
Congo 2005 Haiti 1994, 2000, 2005
Cote D'lvoire 1994, 1998, 2005 Honduras 2005
Ethiopia 2000, 2005 Nicaragua 1997*, 2001
Gabon 2000 Paraguay 1990
Ghana 1993, 1998*, 2003 Peru 1992, 1996*, 2000, 2004
Guinea 1999, 2005
Kenya 1993, 1998, 2003 Bangladesh 1993, 1996, 1999, 2004
Lesotho 2004 Cambodia 2000, 2005
Madagascar 1992, 1997*, 2003 India 1992, 1998, 2005
Malawi 1992, 2000, 2004 Indonesia 1991, 1994, 1997, 2002
Mali 1995%*, 2001, 2006 Nepal 1996*, 2001, 2006
Mozambique 1997*, 2003 Pakistan 1990
Namibia 1992, 2000 Philippines 1993, 1998*, 2003
Niger 1992, 1998, 2006 Vietnam 1997, 2002
Nigeria 1990, 1999*, 2003
Rwanda 1992, 2000, 2005 Armenia 2000, 2005
Senegal 1992, 2005 Egypt 1992, 1995*, 2000, 2003, 2005
South Africa 1998* Kazakhstan 1995, 1999
Tanzania 1992, 1996, 1999, 2003, 2004 | Kyrgyz Rep. 1997
Togo 1998* Moldova 2005
Uganda 1995*, 2000, 2006 Morocco 1992, 2003
Zambia 1992, 1996*, 2001 Turkey 1993, 1998*, 2003
Zimbabwe 1994*, 1999, 2006 Uzbekistan 1996
Notes: Years denote date when survey begda;abllection often continues into the followinggy.
(*) Surveys with wage income data

For the wage regressions in Table VI, | restrigseif to female and male individuals
aged 25 and above reporting that they work forrmstier/19 or mv719 = 2, "m" denotes the male
guestionnaire). Annual earnings are constructech fr736/mv736 data, with the earnings of
individuals reporting annual, monthly and weeklygea multiplied by 1, 12 and 50, respectively
(individuals reporting an hourly or daily wage, nogning about 1/5 of those working for others
and reporting wage data, are dropped from the sgmpls | have painstakingly recoded all the
educational data for the household files, but hreatedone the same for the male and female
guestionnaires, | get individual age and educationaracteristics by merging the individual
files (which contain the earnings data) with thedehold files using the individual id numbers,
eliminating cases where the individual's sex da#smatch across the two files or there is a
discrepancy of more than 2 years in the reported(agighly 7 percent of cases that meet the
other wage sample eligibility criteria).
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Employment, schooling and marital status poseiappmblems. On women's
employment, variation in the question form has driereffects on average responses. The
standard questionnaire first asks women if, aparhfhousework, they are currently working
and then follows up with a question that explaive tvomen may work in a variety of ways (for
cash or in kind, selling things, in their businessn farms or in the family business) and asks
the respondent if she is currently doing any oséheThe combination of these two questions
form the basis for DHS code v714. An occasionatithuestion on whether the woman has
done any work in the past 12 months then produé8s.vThe problem is that many DHS
surveys vary this pattern, omitting the first ocaed of the two part v714 question, inserting the
words "last week" into one or both of these questi@mitting the preliminary v714 questions in
their entirety (but including the v731 questiomgdaven modifying the questions to focus on
working for cash only. When compared across suyegys for individual countries, these
changes produce very large variation in averagdament rates. Consequently, | restrict my
measure to v714 and only those surveys where theéast question is asked in its standard
form.

On schooling, some questionnaires ask whethdandabeehold member attended school in
the past year (hv121) and others whether the hoigemember is currently in school or still in
school (hv110). The form of this question doesss®m to be important, as the differences
within surveys where the two questions overlap lagttveen surveys when the questions change
are small. Consequently, | take hv121 when ivalable, and use hv110 as a reasonable
substitute when it is not. The main problems #rage in the educational data are that (1) in
some surveys individuals who, when questioned arc&ibnal attainment, say they have never
been to school are automatically coded as not itlyrattending school, whereas in other
surveys they are not; (2) the educational atterelgnestion is generally restricted to individuals
6 to 24, but in some surveys the age range isdurtgstricted, while those who were not asked
the question are automatically coded as not atbgndi solve these problems by coding all
individuals whose educational attainment is lisisthaving never attended school as not
currently attending and, in cases where problenai(@gs for 6 year olds only, coding all 6 year
olds as missing. For the Indian surveys, probl2yrafises for individuals older than 14, 17 or
18 (depending on the survey). In effect, for te group 15-24 India's education data is
restricted to individuals 15 to 17 or 15 to 18, ethmakes India non-comparable with the other
countries in my sample. Consequently, | elimidatBa from the sample for this variable. In
the case of the few surveys with missing data fpe& olds, | deem that the age controls and the
existence of data for the remainder of youths #&3&d allow me to keep them in the sample.

On matrital status (never vs currently/formerlpjstis reported in the women's question
module which, in some surveys, is restricted ta-enarried women. To code never-married
women for these surveys, | begin by identifying aldelitional eligibility criterion for the female
survey (usually "slept last night", rarely "usuasident”, but the two variables are extraordinarily
correlated). | then code all women in the houseffitd meeting the additional eligibility
criterion who are also listed as "not eligible" tbe women's questionnaire as "never married”,
and merge these records with the marriage datatlierwomen's question module. The marital
status of women who do not meet the additionall®lity criterion is uncertain (they are
excluded from the female survey even if they areried), so they are dropped from the marital
status sample.
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Finally, I turn to educational attainment. The ®Huestionnaires ask respondents for
their educational attainment, measured as grads dehieved, not the number of years
attended®* The DHS "recode" takes this raw data, conveitidta broad categorical variable
(hv106 = none, primary, secondary, tertiary), asueaof years at that level (hv107), and total
years of attainment (hv108). Unfortunately, thegadures used by programmers to generate
these conversions over the years have varied, feitexample, the number of years of
education falling in each hv106 category varyingrewithin countries. Most fundamentally,
there are extraordinary errors and inconsistengiesaching the final years of attainment
(hv108), with, to cite some examples, those respgnttion't know", a code of 8 in many
surveys, credited 8 years of education; reachirigatg education (not counting years there)
being credited anything from 10 to 19 years basmédimes, within the same country); upper
secondary systems that require 10 formal levetedoh being coded as 6 years; etc. Working
with the DHS questionnaires, original "raw" nonade data generously provided by the DHS
programmers, and summaries of educational systachthair history found on websites hosted
by UNESCO, education.stateuniversity.com, jstod e education ministries of different
countries, | have recoded all the educationalrattant data to represent years of formal
attainment within each country's educational ladtiing the level of entering 6 year olds as
the starting point. In cases where systems chawngetime (e.g. an old system primary lasted 6
years and a new system primary lasts 8 years,@opleted primary" has different meanings), |
use the timing of institutional reform, an indivalis birth cohort, and sample information on the
distribution of years of attainment by age groug.(those with uncompleted primary up to a
certain birth cohort indicate no more than 6 yetrsinpute an appropriate estimate of years of
completed education to different birth cohorts.

**This is a more accurate measure of attainmentaagepetition is quite common (see, for sub-
Saharan Africa, Chinapah et al 2000 and Straus3.199
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